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Abstract

The dCache Book is the guide for administrators of dCache systems. The first part describes the installation of
a simple single-host dCache instance. The second part describes the components of dCache and in what ways
they can be configured. This is the place for finding information about the role and functionality of components
in dCache as needed by an administrator. The third part contains solutions for several problems and tasks which

might occur during operating of a dCache system. Finally, the last two parts contain a glossary and a parameter
and command reference.
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Welcometo thedCache. dCacheisadistributed storage sol ution for storing huge amounts of datawithout
a hard limit, used to provide storage in the petabyte range. Therefore it qualifies as the storage system
supporting data intensive experiments.

dCacheis ajoined effort between the Deutsches Elektronen-Synchrotron (DESY) in Hamburg, Nordic
Data Grid Facility (NDGF based in Copenhagen), the Fermi National Accelerator Laboratory near
Chicago with significant distributions and support from the University of California, San Diego, INFN,
Bari aswell as Rutherford Appleton Laboratory, UK and CERN in Geneva.

dCache can use hierarchical storage management (e.g., hard disk and tape), provides mechanisms
to automatically increase performance and balance loads, increase resilience and availability. It also
supplies advanced control systems to manage data as well as data flows. Normal filesystem (btrfs, ext4,
XFS, ZFS) is used to store data on storage nodes.

There are several ways of accessing data stored in dCache:
e NFSv4.1 (Chimera)

* HTTP and WebDAV

G'i dFTP (GSI - FTP)
 xrootd

* SRM(versions 1.1 and 2.2)
e dCap and GSI dCap

dCache supports certificate based authentication through the Grid Security Infrastructure used in GSI -
FTP, GSI dCap transfer protocols and the SRMmanagement protocol. Certificate authentication is also
available for HTTP and WebDAV.

dCache also supports fine-grain authorization with support for POSIX file permissions and NFS-style
access control lists.

Other features of dCache are:

* Resilience and high availability can be implemented in different ways by having multiple replicas of
the samefiles.

» Easy migration of data via the migration module.

» A powerful cost calculation system that allows to control the data flow (reading and writing from/to
pools, between pools and aso between pools and tape).

Vi
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» Load balancing and performance tuning by hot pool replication (via cost calculation and replicas
created by pool-to-pool-transfers).

» Space management and support for space tokens.

» Garbage collection of replicas, depending on their flags, age, et cetera.

» Detailed logging and debugging as well as accounting and statistics.

» XML information provider with detailed live information about the cluster.
« Scriptable adminstration interface with a terminal-based front-end.

» Web-interface with live information of the most important information.

» Ensuring data integrity through checksumming.

dCache/ SRMcan transparently manage data di stributed among dozens of disk storage nodes (sometimes
distributed over several countries). The system has shown to significantly improve the efficiency
of connected tape storage systems, by caching, gather and flush and scheduled staging techniques.
Furthermore, it optimizes the throughput to and from data clients by dynamically replicating datasets on
the detection of load hot spots. The system is tolerant against failures of its data servers, which allows
administrators to deploy commodity disk storage components.

Access to the data is provided by various standard protocols. Furthermore the software comes with an

implementation of the Storage Resource Manager protocol (SRM), which is an open standard for grid
middleware to communicate with site specific storage fabrics.

Who should read this book?

This book is primerally targeted at system administrators.

Minimum System Requirements?

For minimal test installation:
e Hardware: contemporary CPU , 1 GiB of RAM , 100 MiB free harddisk space
 Software: Oracle/Sun Java, Postgres SQL Server

For a high performance Grid scenario the hardware requirements highly differ, which makes it
impossible to provide such parameters here. However, if you wish to setup a dCache-based storage
system, just let us know and we will help you with your system specifications. Just contact us:
<support @lcache. or g>.

What is inside?

Thisbook shall introduce you to dCache and provide you with the details of the installation. It describes
configuration, customization of dCache as well as the usage of several protocols that dCache supports.
Additionally, it provides cookbooks for standard tasks.

Here is an overview part by part:

Vii
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Part 1, Getting started: This part introduces you to the cells and domain concept in dCache. It provides
adetailed description of installing, the basic configuration, and upgrading dCache.

Part 2, Configuration of dCache: Within this part the configuration of several additional features of
dCache is described. They are not necessary to run dCache but will be needed by some users depending
on their requirements.

Part 3, Cookbook: This part comprises guides for specific tasks a system administrator might want to
perform.

Looking for help?

This part gets you all the help that you might need:
 For acquiring resources.
» The download page [ http://www.dcache.org/downloads).
» The YUM repositories [http://trac.dcache.org/projects/dcache/wiki/manual /Y um].
* For getting help during installation:
» Developers<support @cache. or g>
» Additional Support:
» German support:<ger man- suppor t @cache. or g>
» UK support:<GRI DPP- STORAGE@ | SCVAI L. AC. UK>
» USA support:<osg- st or age@pensci encegri d. or g>
* User Forum: <user - f or um@lcache. or g>

 For features that you would like to see in dCache or bugs that should be fixed: Just write an e-mail
to<support @cache. or g>

* If you like to stay up-to-date about new releases you can use the RSS feeds available from our
downloads page [http://www.dcache.org/downl oads] .

viii
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Part I. Getting started
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This part is intended for people who are new to dCache. It gives an introduction to dCache, including
how to configure a simple setup, and details some simple and routine administrative operations.




Chapter 1. Introduction

dCache is adistributed storage solution. It organises storage across computers so the combined storage
can be used without the end-users being aware of where their data is stored. They simply see a large
amount of storage.

Because end-users do not need to know on which computer their datais stored, it can be migrated from
one computer to another without any interruption of service. As a consequence, (new) servers may be
added to or taken away from the dCache storage cluster at any time.

dCache supports requesting data from a tertiary storage system. Such systems typically store data on
magnetic tapesinstead of disks, which must be loaded and unloaded using atape robot. The main reason
for using tertiary storage is the better cost-efficiency, archiving a very large amount of data on rather
inexpensive hardware. In turn the access latency for archived datais significantly higher.

dCache aso supports many transfer protocols (allowing users to read and write to data). These have a
modular deployment, allowing dCache to support expanded capacity by providing additional front-end
machines.

Another performance feature of dCache is hot-spot data migration. In this process, dCache will detect
when files are requested very often. If this happens, dCache can generate duplicates of the popular files
on other computers. Thisallowstheload to be spread across multiple machines, so increasing throughput.

The flow of data within dCache can also be carefully controlled. Thisis especialy important for large
sites as chaotic movement of data may lead to suboptimal usage. Instead, incoming and outgoing data
can be marshaled so they use designated resources guaranteeing better throughput and improving end-
user experience.

dCache provides a comprehensive administrative interface for configuring the dCache instance. Thisis
described in the later sections of this book.

Cells and Domains

dCache, as distributed storage software, can provide a coherent service using multiple computers or
nodes (the two terms are used interchangeable). Although dCache can provide a complete storage
solution on a single computer, one of its strengths is the ability to scale by spreading the work over
multiple nodes.

A cell isdCache’ s most fundamental executable building block. Even a small dCache deployment will
have many cells running. Each cell has a specific task to perform and most will interact with other cells
to achieve it.

Cells can be grouped into common types; for example, pools, doors. Cells of the same type behave in
a similar fashion and have higher-level behaviour (such as storing files, making files available). Later
chapters will describe these different cell types and how they interact in more detail.

Thereare only afew cellswhere (at most) only asingleinstance isrequired. The mgjority of cellswithin
a dCache instance can have multiple instances and dCache is designed to allow load-balancing over
these cells.

A domain is a container for running cells. Each domain runs in its own Java Virtual Machine (VM)
instance, which it cannot share with any other domain. In essence, adomainisaJvVM with the additional
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functionality necessary to run cells (such as system administration and inter-cell communication). This
alsoimplies, that anode’ sresources, such asmemory, available CPU and network bandwidth, are shared
among several domains running on the same node.

dCache comes with a set of domain definitions, each specifying a useful set of cells to run within
that domain to achieve a certain goal. These goals include storing data, providing a front-end to the
storage, recording file names, and so on. Thelist of cellsto run within these domains are recommended
deployments: the vast majority of dCache deployments do not need to alter theselists.

A node is free to run multiple domains, provided there’s no conflicting requirement from the domains
for exclusive accessto hardware. A node may run asingle domain; but, typically anodewill runmultiple
domains. The choi ce of which domainsto run onwhich nodeswill depend on expected |oad of the dCache
instance and on the available hardware. If this sounds daunting, don’t worry: starting and stopping a
domain is easy and migrating a domain from one node to another is often as easy as stopping the domain
on one node and starting it on another.

dCache is scalable storage software. This means that (in most cases) the performance of dCache can be
improved by introducing new hardware. Depending on the performance issue, the new hardware may
be used by hosting a domain migrated from a overloaded node, or by running an additional instance of
adomain to alow load-balancing.

Most cells communicate in such away that they don’'t rely on in which domain they are running. This
alows a site to move cells from one domain to another or to create new domain definitions with some

subset of available cells. Although this is possible, it is rare that redefining domains or defining new
domainsis necessary. Starting or stopping domainsis usually sufficient for managing load.

Figure 1.1. ThedCache Layer Model

Storage Element (LCG)

GRIS

Wide Area dCache

. Storage Resource Mgr.
Resilient Cache

FTP Server (CSI, Kerberos)

Basic Cache System

dCap Client (GSI, Kerberous) dCap Server

dCache Core HSM Adapter

The layer model shown in Figure 1.1, “The dCache Layer Model” gives an overview of the architecture
of the dCache system.
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Protocols Supported by dCache

dCap FTP xrootd NFSv4. 1 VWb DAV SRM

+ + + + + -

kerberos - + - -

Client + + + - + +
Certificate

username/ + + - - + -
password

Control + + + + + +
Connection
Encrypted

Data - - - + - -
Connection
Encrypted

passiv + + + +

active + + - - - -




Chapter 2. Installing dCache

The first section describes the installation of a fresh dCache instance using RPM files downloaded
from the dCache home-page [http://www.dcache.org]. It isfollowed by a guide to upgrading an existing
installation. In both cases we assume standard requirements of asmall to medium sized dCache instance
without an attached tertiary storage system. The third section contains some pointers on extended
features.

Installing a dCache instance

In the following the installation of a dCache instance will be described. The Chimera name space
provider, some management components, and the SRM need a PostgreSQL server installed. We
recommend running this PostgreSQL on the local node. The first section describes the configuration of
a PostgreSQL server. After that the installation of Chimera and of the dCache components will follow.
During the whole installation process root accessis required.

Prerequisites

In order to install dCache the following requirements must be met:

* AnRPM-based Linux distributionisrequired for thefollowing procedure. For Debian derived systems
we provide Debian packages and for Solaris the Solaris packages or the tarball.

» dCachereguires Java 8 JRE. Please use the |atest patch-level and check for upgrades frequently. Itis
recommended to use JDK as dCache scripts can make use of some extra features that JDK provides
to gather more diagnostic information (heap-dump, etc). This helps when tracking down bugs.

» PostgreSQL must be installed and running. We recommend the use of PostgreSQL version 9.2 (at
least PostgreSQL version 8.3 isrequired).

I mportant

For good performanceit is necessary to maintain and tune your PostgreSQL server. Thereare
several good books on this topic, one of which is PostgreSQL 9.0 High Performance [http://
www.2ndquadrant.com/books/postgresqgl-9-0-high-performance].

Installation of the dCache Software

The RPM packages may be installed right away, for example using the command:

[root] # rpm-ivh dcache-3.2.0-1.noarch.rpm

Theactual sourceslieat http://www.dcache.org/downloads/I Agree.shtml. Toinstall for exampleVersion
3.2.0-1 you would use this:

[root] # rpm-ivh http://ww.dcache. org/ downl oads/ 1. 9/ repo/ 3. 2/ dcache- 3. 2. 0- 1. noar ch. r pm

The client can be found in the download-section of the above url, too.
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Installing dCache

Readying the PostgreSQL server for the use with
dCache

Using a PostgreSQL server with dCache places a number of requirements on the database. Y ou must
configure PostgreSQL for use by dCache and create the necessary PostgreSQL user accounts and
database structure. This section describes how to do this.

Starting PostgreSQL

Install the PostgreSQL server with the tools of the operating system.

Initialize the database directory (for PostgreSQL version 9.2 thisis/ var/1i b/ pgsql /9. 2/ dat a/
) , start the database server, and make sure that it is started at system start-up.

[root] # service postgresql-9.2 initdb

Initializing database: [ XK ]
[root] # service postgresqgl-9.2 start
Starting postgresql-9.2 service: [ XK ]

[root] # chkconfig postgresql-9.2 on

Enabling local trust

Perhaps the simplest configuration is to allow password-less access to the database and the following
documentation assumes thisis so.

Toallow local usersto access PostgreSQL without requiring apassword, ensurethefilepg _hba. conf,
which (for PostgreSQL version 9.2) is located in /var/ i b/ pgsql /9. 2/ dat a, contains the
following lines.

# TYPE DATABASE USER ADDRESS METHCD

# "local" is for Unix donmain socket connections only

| ocal al | al | trust

# 1 Pv4 | ocal connections:

host al | al | 127.0.0.1/32 trust

# 1 Pv6 | ocal connections:

host al | al | 1:1/128 trust
Note

Please noteit is also possible to run dCache with all PostgreSQL accounts requiring passwords.
Seethe section called “ Configuring Accessto PostgreSQL” for more advice on the configuration
of PostgreSQL.

Restarting PostgreSQL

If you have edited PostgreSQL configuration files, you must restart PostgreSQL for those
changes to take effect. On many systems, this can be done with the following command:

[root] # service postgresql-9.2 restart

St oppi ng postgresql-9.2 service: [ O ]
Starting postgresql-9.2 service: [ XK ]

Configuring Chimera

Chimera is a library providing a hierarchical name space with associated meta data. Where pools in
dCache store the content of files, Chimera stores the names and meta data of those files. Chimera
itself stores the data in a relational database. We will use PostgreSQL in this tutorial. The properties
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of Chimera are defined in / usr/ share/ dcache/ def aul t s/ chi nera. properties. See
Chapter 4, Chimera for more information.

Creating users and databases for dCache

Create the Chimera database and user.

[root] # createdb -U postgres chinera

CREATE DATABASE

[root] # createuser -U postgres --no-superuser --no-createrole --createdb --pwpronpt chinera
Enter password for new role:

Enter it again:
'You do not need to enter a password.

The dCache components will access the database server with the user srmdcache.
[root] # createuser -U postgres --no-superuser --no-createrole --createdb --pwpronpt srndcache
Enter password for new role:

Enter it again:
'You do not need to enter a password.

Several management components running on the head node as well as the SRMwill use the database
dcache for storing their state information:

[root] # createdb -U srndcache dcache

There might be several of these on several hosts. Each is used by the dCache components running on
the respective host.

Create the database used for the hilling plots.

[root] # createdb -O srndcache -U postgres billing

And run the command dcache database update.

[root] # dcache database update

Pnf sManager @ CacheDomai n:

INFO - Successfully acquired change | og | ock

INFO - Creating database history table with name: databasechangel og

INFO - Reading from databasechangel og
many more like this...

Now the configuration of Chimerais done.

Before thefirst start of dCache replacethefile/ et ¢/ dcache/ gpl azna. conf with an empty file.

[root] # mv /etc/dcache/ gpl azma. conf /etc/dcache/ gpl azma. conf. bak
[root] # touch /etc/dcache/gpl azma. conf

dCache can be started now.

[root] # dcache start
Starting dCacheDonai n done

So far, no configuration of dCache is done, so only the predefined domain is started.

Configuring dCache

Terminology

dCache consists of one or more domains. A domain in dCacheisaJava Virtua Machine hosting one or
more dCache cells. Each domain must have aname which is unique throughout the dCache instance and
acell must have a unique name within the domain hosting the cell.
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A serviceisan abstraction used in the dCache configuration to describe atomic unitsto add to adomain.
Itistypically implemented through one or more cells. dCache keepslists of the domains and the services
that are to be run within these domains in the layout files. The layout file may contain domain- and
service- specific configuration values. A pool isacell providing physical data storage services.

Configuration files

In the setup of dCache, there are three main places for configuration files:
* /usr/share/dcache/ defaul ts

» /etc/dcache/ dcache. conf

« /etc/dcache/l ayouts

Thefolder / usr/ shar e/ dcache/ def aul t s contains the default settings of the dCache. If one of
the default configuration values needs to be changed, copy the default setting of this value from one of
thefilesin/ usr/ shar e/ dcache/ def aul t s tothefile/ et ¢/ dcache/ dcache. conf , which
initially is empty and update the value.

Note

In this first ingtallation of dCache your dCache will not be connected to a tape
sytem. Therefore please change the values for pnf smanager . defaul t-ret enti on-
pol i cy and pnf smanager . def aul t - access- | at ency inthefile/ et c/ dcache/
dcache. conf .

pnf smanager . def aul t-retenti on- pol i cy=REPLI CA
pnf smanager . def aul t - access- | at ency=0ONLI NE

Layouts describe which domains to run on a host and which services to run in each domain. For the
customized configuration of your dCache you will have to create a layout file in / et ¢/ dcache/
I ayout s. Inthistutorial we will call it the myl ayout . conf file.

| mportant

Do not update configuration valuesin the files in the defaults folder, since changesto thesefiles
will be overwritten by updates.

As the files in / usr/ shar e/ dcache/ def aul t s/ do serve as succinct documentation for al
available configuration parameters and their default valuesit is quite useful to have alook at them.

Defining domains and services

Domainsand servicesare defined in the layout files. Depending on your site, you may have requirements
upon the doors that you want to configure and domains within which you want to organise them.

A domain must be defined if services are to run in that domain. Services will be started in the order in
which they are defined.

Every domain is a Java Virtual Machine that can be started and stopped separately. Y ou might want to
define several domains for the different services depending on the necessity of restarting the services

Separately.

Thelayout files define which domainsto start and which servicesto put in which domain. Configuration
can be done per domain and per service.




Installing dCache

A name in sguare brackets, without a forward-slash (/ ) defines a domain. A name in square brackets
with a forward slash defines a service that isto run in a domain. Lines starting with a hash-symbol (#)
are comments and will be ignored by dCache.

There may be several layout files in the layout directory, but only one of them is read by dCache when
starting up. By default it isthe si ngl e. conf . If the dCache should be started with another layout file
you will have to make this configurationin/ et ¢/ dcache/ dcache. conf .

Example:

dcache. | ayout =nyl ayout

Thisentry in/ et ¢/ dcache/ dcache. conf will instruct dCache to read the layout file/ et ¢/
dcache/ | ayout s/ nyl ayout . conf when starting up.

Example:

These arethefirst linesof / et ¢/ dcache/ | ayout s/ si ngl e. conf:
dcache. br oker. scheme=none

[ dCacheDonai n]
[ dCacheDomai n/ admi n]
[ dCacheDomai n/ pool manager ]

[ dCacheDomai n] definesadomain called dCacheDomai n. Inthisexampleonly onedomainis
defined. All the services are running in that domain. Therefore no messagebroker is needed, which
isthe meaning of the entry nessageBr oker =none.

[ dCacheDonai n/ adm n] declaresthat theadmni n serviceisto beruninthedCacheDonai n
domain.

Example:

Thisisan examplefor the myl ayout . conf file of asingle node dCache with several domains.

[ dCacheDonai n]
[ dCacheDonai n/ t opo]
[ dCacheDomai n/ i nf 0]

[ namespaceDomai n]

[ namespaceDomai n/ pnf smanager ]
[ namespaceDomai n/ cl eaner]

[ namespaceDomai n/ dir]

[ pool manager Donai n]
[ pool manager Donai n/ pool manager ]

[ adni nDoor Domai n]
[ adnmi nDoor Domai n/ adm n]

[ ht t pdDonmi n]
[ htt pdDomai n/ ht t pd]
[ htt pdDomai n/ bi | i ng]

[ gPl azmaDomai n]
[ gPl azmaDonai n/ gpl azma]

Note

If you defined more than one domain, a messagebroker is needed, because the defined
domains need to be able to communicate with each other. This means that if you use the
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file si ngl e. conf as a template for a dCache with more than one domain you need to
delete the line messageBr oker =none. Then the default value will be used which is
nmessageBr oker =cel | s, asdefinedinthedefaults/ usr/ shar e/ dcache/ def aul t s/
dcache. properti es.

Creating and configuring pools

dCache will need to write the files it keeps in pools. These pools are defined as services within dCache.
Hence, they are added to the layout file of your dCache instance, like all other services.

The best way to create a pool, isto use the dcache script and restart the domain the pool runsin. The
pool will be added to your layout file.

[ <domai nnane>/ pool ]

nanme=<pool nanme>

pat h=/ pat h/ t o/ pool
pool . wai t-for-fil es=${path}/data

The property pool . wai t-for-fil es instructs the pool not to start up until the specified file or
directory is available. This prevents problems should the underlying storage be unavailable (e.g., if a
RAID deviceis offline).

Note

Please restart dCache if your pool is created in a domain that did not exist before.

Example:

[root] # dcache pool create /srv/dcache/pl pool1l pool Donai n
Created a pool in /srv/dcache/ pl. The pool was added to pool Donain in
file:/etc/dcache/layouts/nyl ayout.conf.

In thisexamplewe create apool called poollinthedirectory / srv/ dcache/ pl. Thecreated pool
will be running in the domain pool Domai n.

Mind the Gap!

The default gap for poolsizes is 4GiB. This means you should make a bigger pool than 4GiB
otherwise you would have to change this gap in the dCache admin tool. See the example below.
See also the section called “ The Admin Interface”.

(local) admin > cd <pool nane>
(<pool nane>) adm n > set gap 2G
(<pool nane>) adm n > save

Adding apool to a configuration does not modify the pool or the datain it and can thus safely be undone
or repeated.

Starting dCache

Restart dCache to start the newly configured componentsdcache rest art and check the status of
dCachewithdcache st at us.

Example:

[root] # dcache restart
St oppi ng dCacheDonmain 0 1 done

10
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Starting dCacheDonai n done

Starting nanespaceDonai n done

Starti ng pool manager Donai n done
Starting adm nDoor Donmai n done

Starting httpdDomain done

Starting gPl azmaDomai n done

Starting pool Dormai n done

[root] # dcache status

DOVAI N STATUS PID USER
dCacheDomai n runni ng 17466 dcache
nanespaceDomai n runni ng 17522 dcache
pool manager Domai n runni ng 17575 dcache
admi nDoor Dorai n running 17625 dcache

ht t pdDonai n runni ng 17682 dcache
gPl azmaDomai n runni ng 17744 dcache
pool Donai n runni ng 17798 dcache

Now you can have a look at your dCache via The Web Interface, see the section called
“The Web Interface for Monitoring dCache”’: htt p: // <ht t pd. exanpl e. or g>: 2288/, where
<ht t pd. exanpl e. or g> is the node on which your ht t pd service is running. For a single node
dCache this is the machine on which your dCache is running.

Java heap size

By default the Java heap size and the maximum direct buffer size are defined as

dcache. j ava. menory. heap=512m
dcache. j ava. menory. di rect =512m

Again, these values can be changed in/ et ¢/ dcache/ dcache. conf.

For optimization of your dCache you can define the Java heap size in the layout file separately for every
domain.

Example:

[ dCacheDomai n]
dcache. j ava. menory. heap=2048m
dcache. j ava. nenory. di rect =Om

[utilityDonain]
dcache. j ava. menory. heap=384m
dcache. j ava. nenory. di rect =16m

Note

dCache uses Javato parsethe configuration filesand will search for Javaon the system path first;
if itisfound there, no further action is needed. If Javaisnot on the system path, the environment
variable JAVA HOVE defines the location of the Java installation directory. Alternatively, the
environment variable J AVA can be used to point to the Java executable directly.

If JAVA HOVE or JAVA cannot be defined as global environment variables in the
operating system, then they can be defined in either / et ¢/ def aul t/ dcache or / et c/
dcache. env. These two files are sourced by the init script and allow JAVA_HOVE, JAVA
and DCACHE_HQOVE to be defined.

Installing dCache on several nodes

Installing dCache on several nodes is not much more complicated than installing it on a single node.
Think about how dCache should be organised regarding services and domains. Then adapt the layout
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files, as described in the section caled “Defining domains and services’, to the layout that you
have in mind. Thefiles/ et ¢/ dcache/ | ayout s/ head. conf and/ et ¢/ dcache/ | ayout s/
pool . conf contain examples for a dCache head-node and a dCache pool respectively.

| mportant

You must configure a domain caled dCacheDonai n but the other domain names can be
chosen freely.

Please make sure that the domain names that you choose are unique. Having the same domain
names in different layout files on different nodes may result in an error.

On any other nodesthan the head node, the property dcache. br oker . host hasto beaddedtothefile
/ et c/ dcache/ dcache. conf . This property should point to the host containing the special domain
dCacheDomai n, because that domain acts implicitly as a broker.

Tip

On dCache nodes running only pool services you do not need to install PostgreSQL. If your
current node hosts only these services, the installation of PostgreSQL can be skipped.

Securiting your dCache installation

dCache uses the LocationManager to discover the network topology of the internal communication:
to which domains this domain should connect. The domain contacts a specific host and queries the
information using UDP port 11111. The response describes how the domain should react: whether it
should alow incoming connections and whether it should contact any other domains.

Once the topology is understood, dCache domains connect to each other to build a network topology.
Messages will flow over thistopology, enabling the distributed system to function correctly. By defauilt,
these connectionsuse TCP port 11111.

It is essential that both UDP and TCP port 11111 are firewalled and that only other nodes within the
dCache cluster are allowed access to these ports. Failure to do so can result in remote users running
arbitrary commands on any node within the dCache cluster.

Upgrading a dCache Instance

| mportant
Always read the rel ease notes carefully before upgrading!

Upgrading to bugfix releases within one supported branch (e.g. from 3.2.0 to 3.2.1) may be done by
upgrading the packages with

[root] # rpm-UWh <packageNane>

Now dCache needs to be started again.
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Chapter 3. Getting in Touch with
dCache

This section is aguide for exploring a newly installed dCache system. The confidence obtained by this
exploration will prove very helpful when encountering problemsin the running system. This forms the
basis for the more detailed stuff in the later parts of this book. The starting point is a fresh installation
according to the the section called “Installing a dCache instance”.

Checking the Functionality

Reading and writing data to and from a dCache instance can be done with a number of protocols. After
astandard installation, these protocols are dCap, GSI dCap, and G i dFTP. In addition dCache comes
with an implementation of the SRMprotocol which negotiates the actual data transfer protocol.

dCache without mounted namespace

Create the root of the Chimera namespace and a world-writable directory by

[root] # /usr/bin/chimera nkdir /data
[root] # /usr/bin/chimera nkdir /data/world-witable
[root] # /usr/bin/chimera chnod 777 /data/world-witable

Wb DAV

To use WebDAV you need to define a Wb DAV service in your layout file. You can define this service
in an extradomain, e.g. [ webdavDomai n] or add it to another domain.
[ webdavDomai n]

[ webdavDomai n/ webdav]
webdav. aut hz. anonynous- oper ati ons=FULL

tothefile/ et c/ dcache/ | ayout s/ nyl ayout . conf.

Note

Depending on the client you might need to set webdav. r edi r ect . on-r ead=f al se and/
or webdav.redirect.on-wite=fal se.

- Whether to redirect GET requests to a pool

If true, WebDAV doors will respond with a 302 redirect pointing to
a pool holding the file. This requires that a pool can accept
incom ng TCP connections and that the client follows the

redirect. If false, data is relayed through the door. The door
will establish a TCP connection to the pool.

STHHHFHFHRRSR

one-of ?true| f al se) webdav. redi rect. on-read=true
- Whether to redirect PUT requests to a pool

If true, WebDAV doors will respond with a 307 redirect pointing to
a pool to which to upload the file. This requires that a pool can
accept incomng TCP connections and that the client follows the
redirect. If false, data is relayed through the door. The door

will establish a TCP connection to the pool. Only clients that send
a Expect: 100-Continue header will be redirected - other requests
wi Il always be proxied through the door.

O HHHHHHHHE
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(one-of ?true| fal se) webdav. redirect.on-wite=true

Now you can start the Web DAV domain

[root] # dcache start webdavDonain
and accessyour filesviaht t p: / / <webdav- door . exanpl e. or g>: 2880 with your browser.
Y ou can connect the webdav server to your file manager and copy afile into your dCache.

To use curl to copy a file into your dCache you will need to set webdav. redi rect. on-
write=fal se.

Example:

Writethefilet est . t xt

[root] # curl -T test.txt http://webdav-door.exanpl e. org: 2880/ data/wor| d-writable/curl -
testfile. txt

and read it

[root] # curl http://webdav-door. exanpl e. org: 2880/ data/worl d-witable/curl-testfile.txt

dCap

To be able to use dCap you need to have the dCap door running in adomain.

Example:

[ dCacheDomai n]
[ dCacheDomai n/ dcap]

For anonymous access you need to set the property dcap. aut hz. anonynous- oper ati ons to
FULL.

Example:

[ dCacheDomai n]
[ dCacheDomai n/ dcap]
dcap. aut hz. anonynous- oper ati ons=FULL

For this tutorial install dCap on your worker node. This can be the machine where your dCache is
running.

Get the gLite repository (which contains dCap) and install dCap using yum.
[root] # cd /etc/yumrepos.d/

[root] # wget http://grid-depl oynent.web. cern.ch/grid-deploynent/glite/repos/3.2/glite-U.repo
[root] # yuminstall dcap

Create the root of the Chimera namespace and a world-writable directory for dCap to write into as
described above.

Copy thedata (here/ bi n/ sh isused asexample data) using the dccp command and the dCap protocol
describing the location of thefileusingaURL, where<dcache. exanpl e. or g>isthehost on which
the dCache is running

[root] # dccp -H /bin/sh dcap://<dcache. exanpl e. org>/data/worl d-witable/ny-test-file-1
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[ #HHHHHHH PR HHH PP H R R R R T R R 100%
718 ki B
735004 bytes (718 kiB) in 0 seconds

and copy the file back.

[root] # dccp -H dcap://<dcache. exanpl e. org>/data/world-witable/ny-test-file-1 /tnp/nytestfilel

718 ki B
735004 bytes (718 kiB) in 0 seconds

To remove the file you will need to mount the namespace.

The Web Interface for Monitoring dCache

In the standard configuration the dCache web interface is started on the head node (meaning that the
domain hosting the ht t pd serviceisrunning on the head node) and can be reached viaport 2288. Point
aweb browser to ht t p: / / <head- node. exanpl e. or g>: 2288/ to get to the main menu of the
dCache web interface. The contents of the web interface are self-explanatory and are the primary source
for most monitoring and trouble-shooting tasks.

The“Cell Services’ page displays the status of some important cells of the dCache instance.

The “Pool Usage” page gives agood overview of the current space usage of the whole dCache instance.
In the graphs, free space is marked yellow, space occupied by cached files (which may be deleted when
space is needed) is marked green, and space occupied by precious files, which cannot be deleted is
marked red. Other states (e.g., fileswhich are currently written) are marked purple.

The page “Pool Request Queues’ (or “Pool Transfer Queues’) gives information about the number of
current requests handled by each pool. “Actions Log” keeps track of all the transfers performed by the
pools up to now.

The remaining pages are only relevant with more advanced configurations: The page “Pools” (or “Pool
Attraction Configuration™) can be used to analyze the current configuration of the pool selection unitin
the pool manager. The remaining pagesarerelevant only if atertiary storage system (HSM) is connected
to the dCache instance.

The Admin Interface

Just use commandsthat are documented here

Only commands described in this documentation should be used for the administration of a
dCache system.

First steps

dCache has a powerful administration interface. It can be accessed with the ssh1 or with the ssh2
protocol. The server is part of theadm nDoor domain.

It isuseful to definetheadni n servicein aseperate domain. This allowesto restart theadni n service
seperatly from other services. In the example in the section caled “Installing a dCache instance” this
domain was called adni nDoor Domai n.

Example:
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[ adni nDoor Domai n]
[ adm nDoor Domai n/ adni n]

Note

The admin interface isusing ssh2. It used to be available using sshl, which is insecure and
therefore discouraged. If you want to run the admin service with sshl you need to define the
sshl service.

Example:

[ admi nDoor Donai n]
[ admi nDoor Domai n/ ssh1i]

Access with ssh?2

There are two ways of authorizing administrators to access the dCache ssh2 admin interface. The
preferred method authorizes users through their public key. The second method employs gPl azrma?2
andthedcache. kpwd file. Thereby authorization mechanisms can be added | ater by deploying another
gPl azma?2 plugin. The configuration of both authorization mechanismsis described in the following.

Note

All configurable values of the ssh2 admin interface can be found in the / usr/ shar e/
dcache/ def aul t s/ adm n. properti es file. Please do NOT change any value in this
file. Instead enter the key value combination in the/ et ¢/ dcache/ dcache. conf .

Public Key Authorization

To authorize administrators through their public key just insert it into the file
aut hori zed_keys2 which should by default be in the directory /et c/dcache/ adm n
as gpecified in the file /usr/share/dcache/ defaul ts/adm n. properties under
adm n. pat hs. aut hori zed- keys=. Keys have to be in one line and should have a standard
format, such as:

ssh-dss AAAAB3. ... GWM= / Users/JohnDoe/ . ssh/id_dsa
| mportant

Please make sure that the copied key is still in one line. Any line-break will prevent the key
from being read.

Note

Y ou may omit the part behind the equal sign asit isjust acomment and not used by dCache.

Key-based authorization will always be the default. In case the user key can not be found in the file
aut hori zed_keys?2 or thefile does not exist, ssh2Admin will fall back to authorizing the user via
gPl azma2 and thedcache. kpwd file.

Now you can login to the admin interface by

[user] $ ssh -1 admin -p 22224 headnode. exanpl e. org

dCache Admin (VI1) (user=adnin)
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(local) adnin >

Access via gPl azma2 and the dcache. kpwd File

To use gPl azma make sure that you defined agPl azmaDorai n in your layout file.

Example: Part of the layout filein/ et ¢/ dcache/ | ayout s:

[ <gpl azma- ${ host . nane} >Domai n]
[ <gpl azma- ${ host . nanme} >Domai n/ gpl azma]

TousegPl azma?2 you need to specify it inthe/ et ¢/ dcache/ dcache. conf file

# This is the main configuration file of dCache.
#

#

# use gPl azma2
gpl aznma. ver si on=2

Moreover, you need to create thefile/ et ¢/ dcache/ gpl azma. conf with the content
auth optional kpwd "kpwd=/etc/dcache/ dcache. kpwd"

map optional kpwd "kpwd=/etc/dcache/ dcache. kpwd"
session optional kpwd "kpwd=/etc/dcache/ dcache. kpwd"

and add the user admi n tothe/ et ¢/ dcache/ dcache. kpwd fileusing thedcache script.

Example:

[user] $ dcache kpwd dcuseradd admn -u 12345 -g 1000 -h / -r / -f /| -wread-wite -p password
witing to /etc/dcache/ dcache. kpwd :

done writing to /etc/dcache/ dcache. kpwd :

[user] $

addsthistothe/ et c/ dcache/ dcache. kpwd file:

# set pwd
passwd adm n 409l1aba7 read-wite 12345 1000 / /

Editthefile/ et ¢/ dcache/ dcachesr m gpl azma. pol i cy toswitchonthekpwd- pl ugi n. For
more information about gPl azma see Chapter 10, Authorization in dCache.

Now the user adni n can login to the admin interface with his password passwor d by:

[user] $ ssh -1 admin -p 22224 headnode. exanpl e. org
adm n@eadnode. exanpl e. org' s password:

dCache Admin (VI1) (user=adni n)

(local) adnin >

To alow other users access to the admin interface add them to the / et ¢/ dcache/ dcache. kpwd
file as described above.

Just adding a user in the dcache. kpwd file is not sufficient. The generated user also needs access
rights that can only be set within the admin interface itself.

See the section called “Create a new user” to learn how to create the user in the admin interface and
set therights.
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Access with sshl

Connect to the server using ssh1l with:

[user] $ ssh -c blowfish -p 22223 -1 adnmi n headnode. exanpl e. org

The initial password is “di cker el ch” (which is German for “fat elk”) and you will be greeted by
the prompt

dCache Admin (V1) (user=adnin)

(local) adnmin >

The password can nhow be changed with

(local) admin > cd acm

(acm) admin > create user admn

(acm admn > set passwd -user=adm n <newPasswd> <newPasswd>

(acm admin > ..
(local) adnmin > | ogoff

How to use the Admin Interface

The command help lists all commands the cell knows and their parameters. However, many of the
commands are only used for debugging and development purposes.

Warning

Some commands are dangerous. Executing them without understanding what they do may lead
to data loss.

Starting from the local prompt ((| ocal ) adni n >) the command cd takes you to the specified cell.
In general the address of a cell is a concatenation of cell name @symbol and the domain name. cd to
acdll by:

(local) admn > cd <cel | Nanme>@:donai nNane>

Note

If the cells are well-known, they can be accessed without adding the domain-scope. See
Chapter 5, The Cell Package for more information.

The domains that are running on the dCache-instance, can be viewed in the layout-configuration (see
Chapter 2, Installing dCache). Additionally, thereisthet opo cell, which keeps track of the instance’s
domain topology. If it isrunning, it can be used to obtain the list of domains the following way:

Note

Thet opo cell rescans every five minutes which domains are running, so it can take sometime
until Is displays the full domain list.

Example:
Asthet opo cell isawel | - known cell you can cd toit directly by cd t opo.

Use the command Is to see which domains are running.
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(local) admn > cd topo
(topo) admin > |s
admi nDoor Donai n
gsi dcapDomai n
dcapDonai n
utilityDomain

gPl azmaDomai n
webdavDomai n
gridf t pDomai n
srmDonai n
dCacheDonai n

ht t pdDonai n
nanmespaceDomai n
pool Donmi n

(topo) admin > .
(local) adnin >

The escape sequence .. takes you back to the local prompt.
The command logoff exits the admin shell.

If you want to find out which cells are running on a certain domain, you can issue the command psin
the Syst emcell of the domain.

Example:

For example, if you want to list the cells running on the pool Donai n, cd to its Syst emcell and
issue the ps command.

(local) admin > cd System@ool Donai n
( Syst em@ool Dormai n) adnmin > ps
Cel | List
c- dCacheDorai n- 101- 102
System
pool _2
c- dCacheDomai n- 101
pool _1
Rout i ngMyr
I'm

The cells in the domain can be accessed using cd together with the cell-name scoped by the domain-
name. So first, one hasto get back to the local prompt, as the cd command will not work otherwise.

Note

Note that cd only worksfrom thelocal prompt. If the cell you aretrying to access does not exist,
the cd command will complain.

Example:

(local) admin > cd nonsense
j ava.l ang. |11 egal Argunent Exception: Cannot cd to this cell as it doesn't exist

Type..toreturntothe (1l ocal ) adm n > prompt.

Loginto therouting manager of thedCacheDonai n to get alist of al well-known cellsyou can directly
cd to without having to add the domain.

Example:

(Syst em@ool Domai n) admin > .
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(local) admn > cd RoutingMyr @CacheDomai n
(Rout i ngMgr @CacheDoor Donmai n) admin > |s
Qur routing know edge :
Local : [ Pool Manager, topo, Logi nBroker, info]
adm nDoor Domai n : [ pani
gsi dcapDonai n : [ DCap- gsi - exanpl e. dcache. org]
dcapDonei n : [ DCap-exanpl e. dcache. or g]
utilityDomain : [gsi-pam PinManager]
gPl azmaDomai n : [ gPl azma]
webdavDomai n : [ WebDAV- exanpl e. dcache. or g]
gridf t pDomai n : [ GFTP- exanpl e. dcache. or g]
srnmDomai n : [ Renot eTr ansf er Manager, CopyManager, SrnSpaceManager, SRM exanpl e. dcache. or (]

httpdDomain : [billing, srmLoginBroker, TransferQbserver]
pool Donai n : [pool _2, pool _1]
nanmespaceDomai n : [ PnfsManager, dirLookupPool, cleaner]

All cells know the commands info for general information about the cell and show pinboard for listing
the last lines of the pinboard of the cell. The output of these commands contains useful information for
solving problems.

It is a good idea to get aquainted with the normal output in the following cells. Pool Manager ,
Pnf sManager , and the pool cells (e.g., <pool Host nane>_1).

The most useful command of the pool cellsisrep Is. To execute this command cd into the poal. It lists
the fileswhich are stored in the pool by their pnf s IDs:

Example:

(Rout i ngMgr @CacheDoor Domai n) admin > ..

(pool _1) admin >rep Is

000100000000000000001120 <-P--------- (0)[ 0] > 485212 si={nyStore: STRING
000100000000000000001230 <C---------- (0)[ 0] > 1222287360 si ={mySt ore: STRI NG}

Each filein apool has one of the 4 primary states: “cached” (<C- - - ), “precious’ (<- P- -), “from
client” (<- - C-), and “from store” (<- - - S).

See the section called “How to Store-/Restore files viathe Admin Interface” for more information about
repls.

The most important commandsin the Pool Manager are: rclsandcm Is-r.

rc Is lists the requests currently handled by the Pool Manager . A typical line of output for a read
reguest with an error condition is (all in oneline):

Example:

(pool _1) admin > ..

(local) admin > cd Pool Manager

(Pool Manager) admin > rc |Is

000100000000000000001230@. 0. 0. 0/0.0.0.0 n¥l r=1 [ <unknown>]
[Waiting 08.28 19: 14: 16]

{149, No pool candi dates available or configured for 'staging' }

As the error message at the end of the line indicates, no pool was found containing the file and no
pool could be used for staging the file from atertiary storage system.

See the section called “Obtain information via the dCache Command Line Admin Interface” for more
information about the command rc Is

Finally, cm |s with the option - r gives the information about the pools currently stored in the cost
module of the pool manager. A typical output is:
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Example:

(Pool Manager) admin >cmls -r

pool _1={ R={a=0; m=2; q=0} ; S={ a=0; n¥2; q=0} ; M={ a=0; n¥100; =0} ; PS={ a=0; m=20; q=0} ; PC={ a=0; n¥20; q=0} ;
(...continues...) SP={t=2147483648; f =924711076; p=1222772572; r =0; | r u=0; { g=20000000; b=0. 5} } }

pool _1={ Tag={{ host nane=exanpl e. org}}; si ze=0; SC=0. 16221282938326134; CC=0. 0; }

pool _2={ R={ a=0; m=2; q=0} ; S={ a=0; m=2; q=0} ; M={ a=0; n=100; q=0} ; PS={ a=0; m=20; q=0} ; PC={ a=0; n=20; q=0} ;
(...continues...)  SP={t=2147483648; f =2147483648; p=0; r =0; | r u=0; { g=4294967296; b=250. 0} } }

pool _2={Tag={{ host nane=exanpl e. org}}; si ze=0; SC=2. 7939677238464355E- 4; CC=0. 0; }

Whilethefirst linefor each pool givestheinformation stored in the cache of the cost module, the second
line gives the costs (SC: space cost, CC: performance cost) calculated for a (hypothetical) file of zero
size. For detailson how these are cal culated and their meaning, seethe section called “ Classic Partitions”.

Create a new user

To create a new user, <new- user > and set a new password for the user cd from the local prompt
((1 ocal ) adm n >)totheacm the access control manager, and run following command sequence:

(local) admin > cd acm
(acm) admin > create user <new user>
(acm adm n > set passwd -user=<new user> <newPasswd> <newPasswd>

For the new created users there will be an entry in the directory / et ¢/ dcache/ adm n/ user s/
net a.

Note

Astheinitial user adni n has not been created with the above command you will not find him
inthedirectory / et ¢/ dcache/ admi n/ user s/ net a.

Give the new user access to a particular cell:

(acm admin > create acl cell.<cell Nane>. execute
(acm) admin > add access -allowed cell. <cel | Nane>. execute <new user>

Example:

Give the new user accessto the Pnf sManager .

(acm admin > create acl cell.PnfsManager. execute
(acm) admin > add access -allowed cell.PnfsManager. execute <new user>

Now you can check the permissions by:

(acm) admin > check cell.PnfsManager. execute <new user>
Al | oned

(acm) adm n > show acl cell.PnfsManager. execute

<noi nheri tance>

<new user> -> true

The following commands allow access to every cell for auser <new- user >:

(acm) admn > create acl cell.*.execute
(acm) admin > add access -allowed cell.*. execute <new user>

The following command makes a user as powerful asadmni n (dCache's equivalent tother oot user):

(acm) admin > create acl *.*.*
(acm) admn > add access -allowed *.*.* <new user>
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Use of the ssh Admin Interface by scripts

The ssh admin interface can be used non-interactively by scripts. For this the dCache-internal ssh
server uses public/private key pairs.

The file / et ¢/ dcache/ aut hori zed_keys contains one line per user. The file has the same
format as ~/ . ssh/ aut hori zed_keys which is used by sshd. The keys in / et ¢/ dcache/
aut hori zed_keys have to be of type RSA1 as dCache only supports SSH protocol 1. Such a key
is generated with

[user] $ ssh-keygen -t rsal -C 'SSHL key of <user>'

Generating public/private rsal key pair.

Enter file in which to save the key (/home/ <user>/.ssh/identity):

Ent er passphrase (enpty for no passphrase):

Ent er same passphrase again:

Your identification has been saved in /hone/<user>/.ssh/identity.

Your public key has been saved in /home/ <user>/.ssh/identity. pub.

The key fingerprint is:

c1:95: 03: 6a: 66: 21: 3c: f 3: ee: 1b: 8d: cb: 46: f 4: 29: 6a SSH1 key of <user>

The passphraseisused to encrypt the private key (now storedin/ home/ <user >/ . ssh/i dentity).
If you do not want to enter the passphrase every timethe private key is used, you can use ssh-add to add
it to arunning ssh-agent. If no agent is running start it with

[user] $ if [ -S $SSH AUTH SOCK ] ; then echo "Already running" ; else eval “ssh-agent™ ; fi

and add the key to it with

[user] $ ssh-add
Ent er passphrase for SSHL key of <user>:
Identity added: /hone/ <user>/.ssh/identity (SSH1 key of <user>)

Now, insert the public key ~/ . ssh/identity. pub as a separate line into / et ¢/ dcache/
aut hori zed_keys. Thecomment field in thisline“SSH1 key of <user >" hasto be changed to the
dCache user name. An examplefileis:

1024 35 141939124(... many more numbers...)15331 admi n

Using ssh-add -L >>/ et ¢/ dcache/ aut hori zed_keys will not work, because the line added is
not correct. The key manager within dCache will read this file every minute.

Now, the ssh program should not ask for a password anymore. This is still quite secure, since the
unencrypted private key is only held in the memory of the ssh-agent. It can be removed from it with

[user] $ ssh-add -d
Identity renoved: /home/<user>/.ssh/identity (RSAL key of <user>)

In scripts, one can use a“Here Document” to list the commands, or supply them to ssh as standard-input
(stdin). The following demonstrates using a Here Document:

#!'/ bi n/ sh
#
# Script to automate dCache adm nistrative activity

out fil e=/tnp/ $(basename $0). $$. out

ssh -c blowfish -p 22223 adm n@:adn nNode> > $outfile << EOF
cd Pool Manager

cmls -r

(more commands here)

| ogof f

EOF

or, the equivalent as stdin.
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#!/ bi n/ bash
#
# Script to automate dCache administrative activity.

echo -e 'cd <pool _1>\nrep | s\ n(morecommandshere)\ nl ogof f' \
| ssh -c blowfish -p 22223 adm n@:adnm nNode> \
| tr -d "\r' > rep_ls.out

Authentication and Authorization in
dCache

IndCachedigital certificates are used for authentication and authorisation. To be able to verify the chain
of trust when using the non-commercial grid-certificates you should install the list of certificates of grid
Certification Authorities (CAS). In case you are using commercial certificates you will find the list of
CAsin your browser.

[root] # wget http://grid-depl oyment.web. cern.ch/grid-depl oynent/glite/repos/3.2/1cg-CA repo
--2011-02-10 10:26:10-- http://grid-depl oynent.web. cern.ch/grid-deploynent/glite/repos/3.2/1cg-
CA. repo

Resol vi ng grid-depl oynment.web. cern.ch... 137.138.142.33, 137.138.139.19

Connecting to grid-deploynment.web. cern.ch|137.138. 142. 33| :80... connected.

HTTP request sent, awaiting response... 200 OK

Length: 449 [text/plain]

Saving to: “1cg-CA repo’

100% >] 449 - -Kis
in Os

2011-02-10 10:26:10 (61.2 MB/s) - “lcg-CA repo' saved [ 449/ 449]

[root] # nmv Icg-CA. repo /etc/yumrepos.d/

[root] # yuminstall |cg-CA

Loaded pl ugins: all owdowngrade, changel og, kernel -nodul e

CA | 951 B
00: 00

CA/ primary | 15 kB
00: 00

CA

You will need a server certificate for the host on which your dCache is running and a user certificate.
The host certificate needs to be copied to the directory / et ¢/ gri d- security/ onyour server and
convertedtohost cert . pemandhost key. pemasdescribed in Using X.509 Certificates. Y our user
certificate is usually located in . gl obus. If it is not there you should copy it from your browser to
. gl obus and convertthe*. p12 filetousercert. pemanduser key. pem

Example:

If you have the clients installed on the machine on which your dCache is running you will need to
add a user to that machine in order to be able to execute the voms-pr oxy-init command and execute
VOMS-proxy-init as this user.

[root] # useradd johndoe

Change the password of the new user in order to be able to copy files to this account.

[root] # passwd j ohndoe

Changi ng password for user johndoe.

New UNI X passwor d:

Ret ype new UNI X password:

passwd: all authentication tokens updated successfully.
[root] # su johndoe

[user] $ cd

[user] $ nkdir .globus
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Copy your key files from your local machine to the new user on the machine where the dCache is
running.

[user] $ scp .globus/user*. pemjohndoe@:dcache. exanpl e. or g>: . gl obus

Install glite-security-voms-clients (contained in the gLite-Ul).

[root] # yuminstall glite-security-vons-clients

Generate a proxy certificate using the command voms-pr oxy-init.

Example:

[user] $ voms-proxy-init
Enter GRI D pass phrase:
Your identity: /C=DE/ O=Ger manG i d/ OQU=DESY/ CN=John Doe

Creati NG ProXY .ottt e e e Done
Your proxy is valid until Mon Mar 7 22:06:15 2011

With voms-proxy-init -voms <your VO> you can add VOMS attributes to the proxy. A user’s roles
(Fully Qualified Attribute Names) are read from the certificate chain found within the proxy. These
attributes are signed by the user’'s VOMS server when the proxy is created. For the voms-proxy-init
-voms command you need to have the file / et ¢/ vonses which contains entries about the VOMS
serverslike

Example:

"desy" "grid-vons. desy.de" "15104" "/ C=DE/ O=Ger manGri d/ OU=DESY/ CN=host/ gri d- vons. desy. de"
"desy" "24"

"atlas" "vons.cern.ch" "15001" "/ DC=ch/ DC=cern/ QU=conput er s/ CN=vons. cern.ch" "atlas" "24"

"dteant "Icg-vons.cern.ch" "15004" "/ DC=ch/ DC=cer n/ QU=conput er s/ CN=I cg- vons. cern. ch" "dt eant
wog

"dteant "voms.cern.ch" "15004" "/ DC=ch/ DC=cer n/ QU=conput er s/ CN=vons. cern. ch" "dteani "24"

Now you can generate your voms proxy containing your VO.

Example:

[user] $ vons-proxy-init -vons desy
Enter GRI D pass phrase:
Your identity: /C=DE/ O=GermanGi d/ OU=DESY/ CN=John Doe

Creating temporary ProXy . ...........oeuiniuieainennnnnnnnn... Done

Contacting grid-voms. desy. de: 15104 [/ C=DE/ O=Ger manG i d/ OU=DESY/ CN=host/ gri d- vons. desy. de]
"desy" Done

Creating proxy .................... Done

Your proxy is valid until Thu Mar 31 21:49:06 2011

Authentication and authorization in dCache is done by the gpl azna service. Define this servicein the
layout file.

[ gPl azmaDonai n]
[ gPl azmaDomai n/ gpl azma]

In this tutorial we will use the gplazmalite-vorole-mapping plugin. To this end you need to edit
the/etc/grid-security/grid-vorol emap andthe/etc/grid-security/storage-
aut hzdb aswell asthe/ et c/ dcache/ dcachesr m gpl azma. pol i cy.

Example:
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The/ etc/grid-security/grid-vorol emap:

"/ C=DE/ O=Ger manG i d/ OU=DESY/ CN=John Doe" "/desy" doegroup

The/ etc/ grid-security/storage-authzdb:
version 2.1

aut hori ze doegroup read-wite 12345 1234 / | |/

The/ et ¢/ dcache/ dcachesr m gpl azma. pol i cy:

# Switches

xacnl - vo- mappi ng=" OFF"

sani - vo- mappi ng=" OFF"

kpwd=" OFF"

grid-mapfil e=" OFF"

gpl azmal i t e- vor ol e- mappi ng="ON"

# Priorities

xacnl - vo- mappi ng-priority="5"
sanl - vo- mappi ng- priority="2"
kpwd- priority="3"
grid-mapfile-priority="4"

How to work with secured dCache

If you want to copy files into dCache with GSI dCap, SRMor WebDAV with certificates you need to
follow the instructions in the section above.

GSI dCap

To use GSI dCap you must run a GSI dCap door. Thisis achieved by including the gsi dcap service
in your layout file on the machine you wish to host the door.

[ gsi dcapDonai n]
[ gsi dcapDonai n/ dcap]
dcap. aut hn. pr ot ocol =gsi

In addition, you need to have libdcap-tunnel-gsi installed on your worker node, which is contained in
the gLite-Ul.

Note

As ScientificLinux 5 32bit isnot supported by gLitethereisno libdcap-tunnel-gsi for SL5 32bit.

[root] # yuminstall |ibdcap-tunnel-gsi

It isalso available on the dCap downloads page [http://www.dcache.org/downl oads/dcap/].

Example:

[root] # rpm-i http://ww.dcache. org/repository/yun sl 5/ x86_64/ RPVS. st abl e//1ibdcap-tunnel -
gsi-2.47.5-0.x86_64.rpm

The machine running the GSI dCap door needs to have a host certificate and you need to have avalid
user certificate. In addition, you should have created a voms proxy as mentioned above.

Now you can copy afile into your dCache using GSI dCap
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[user] $ dccp /bin/sh gsidcap://<dcache. exanpl e. org>:22128/ data/world-witable/ny-test-file3
801512 bytes in O seconds

and copy it back
[user] $ dccp gsidcap://<dcache. exanpl e. org>: 22128/ data/worl d-witable/nmy-test-file3 /tnp/

mytestfile3. tnmp
801512 bytes in O seconds

SRM

To use the SRMyou need to define the sr mservice in your layout file.

[ srDomai n]
[ srDomai n/ srni

In addition, the user needs to install an SRMclient for example the dcache- srntl i ent, which is
contained in the gLite-Ul, on the worker node and set the PATH environment variable.

[root] # yuminstall dcache-srnctlient

Y ou can now copy afileinto your dCache using the SRM

[user] $ srntp -2 file:////bin/sh srm//<dcache.exanpl e. org>: 8443/ data/worl d-writabl e/ ny-test-
filed

copy it back

[user] $ srntp -2 srm//<dcache. exanpl e. org>: 8443/ data/worl d-witable/nmy-test-filed file:////tnp/
mytestfiled. tnm

and delete it

[user] $ srmrm -2 srm//<dcache. exanpl e. org>: 8443/ data/worl d-witable/nmy-test-file4

If the grid functionality is not required the file can be deleted with the NFS mount of the Chimera
namespace:

[user] $ rm/data/world-witable/ny-test-file4d

Web DAV with certificates

To use WebDAV with certificates you change the entry in /etc/dcache/l ayouts/
myl ayout . conf from

[ webdavDomai n]

[ webdavDomai n/ webdav]

webdav. aut hz. anonynous- oper at i ons=FULL
webdav. r oot =/ dat a/ wor | d-wr it abl e

to

[ webdavDomai n]

[ webdavDomai n/ webdav]

webdav. aut hz. anonynous- oper at i ons=NONE

webdav. r oot =/ dat a/ wor | d-wri t abl e
webdav. aut hn. pr ot ocol =ht t ps

Then you will need to import the host certificate into the dCache keystore using the command

[root] # dcache inport hostcert

and initialise your truststore by

[root] # dcache inport cacerts
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Now you need to restart the Web DAV domain

[root] # dcache restart webdavDonai n

and access your filesviaht t ps: // <dcache. exanpl e. or g>: 2880 with your browser.

| mportant

If the host certificate contains an extended key usage extension, it must include the extended
usage for server authentication. Therefore you have to make sure that your host certificate
is either unrestricted or it is explicitly alowed as a certificate for TLS Web Ser ver
Aut henti cati on.

Allowing authenticated and non-authenticated access with
Vb DAV

Y ou can also choose to have secure and insecure access to your files at the same time. Y ou might for
example allow access without authentication for reading and access with authentication for reading and
writing.

[ webdavDomai n]

[ webdavDonmai n/ webdav]

webdav. r oot =/ dat a/ wor | d-wri tabl e

webdav. aut hz. anonynous- oper at i ons=READONLY

port =2880
webdav. aut hn. pr ot ocol =htt ps

Y ou can access your filesviaht t ps: // <dcache. exanpl e. or g>: 2880 with your browser.

Files

In this section we will have alook at the configuration and log files of dCache.

The dCache softwareisinstalled in various directories according to the Filesystem Hierarchy Standard.
All configuration filescan befound in/ et ¢/ dcache.

Log files of domains are by default stored in/ var / | og/ dcache/ <donmai nNane>. | og.
More details about domains and cells can be found in Chapter 5, The Cell Package.

The most central component of a dCache instance is the Pool Manager cell. It reads additional
configuration information from the file / var/ | i b/ dcache/ confi g/ pool manager . conf at
start-up. However, it is not necessary to restart the domain when changing the file. We will see an
example of this below.
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This part contains descriptions of the components of dCache, their role, functionality within the
framework. In short, al information necessary for configuring them.




Chapter 4. Chimera

dCache is a distributed storage system, neverthelessiit provides a single-rooted file system view. While
dCache supports multiple namespace providers, Chimerais the recommended provider and is used by
default.

Theinner dCache componentstalk to the namespace viaamodule called Pnf sManager , whichinturn
communicates with the Chimera database using a thin Java layer, which in turn communicates directly
with the Chimera database. Chimera allows direct access to the namespace by providing an NFSv3 and
NFSv4. 1 server. Clients can NFS-mount the namespace locally. This offers the opportunity to use OS-
level tools like Is, mkdir, mv for Chimera. Direct 1/O-operations like cp and cat are possible with the
NFSv4. 1 door.

The properties of Chimera ae defined in /usr/share/dcache/ defaul ts/
chimera. properties. For customisaion the files [etc/dcache/layouts/
myl ayout . conf or /etc/dcache/ dcache. conf should be modified (see the section called
“Defining domains and services').

Example:

Thisexample shows an extract of the/ et ¢/ dcache/ | ayout s/ nyl ayout . conf fileinorder
to run dCache with NFSv 3.

[ namespaceDomai n]

[ namespaceDomai n/ pnf smanager ]
[ nanespaceDomai n/ nf s]
nfs.version=3

Example:

If you want to runthe NFSv4. 1 server you need to add the corresponding nf s serviceto adomain
inthe/ et c/ dcache/ | ayout s/ nyl ayout . conf file and start this domain.

[ namespaceDomai n]

[ namespaceDomai n/ pnf smanager ]
[ nanespaceDomai n/ nf s]
nfs.version = 4.1

If you wish dCache to access your Chimera with a PostgreSQL user other than chimera then you must
specify the username and password in/ et ¢/ dcache/ dcache. conf .

chi mer a. db. user =myuser
chi mer a. db. passwor d=secr et

| mportant

Do not wupdate configuration values in /usr/share/ dcache/ defaults/
chi mer a. properti es, since changesto thisfile will be overwritten by updates.

Mounting Chimera through NFS

dCache does not need the Chimera filesystem to be mounted but a mounted file system is convenient
for administrative access. This offers the opportunity to use OS-level tools like Is and mkdir for
Chimera. However, direct 1/O-operations like cp are not possible, since the NFSv3 interface provides

30



Chimera

the namespace part only. This section describes how to start the Chimera NFSv 3 server and mount the
name space.

If you want to mount Chimera for easier administrative access, you need to edit the/ et ¢/ exports
file as the Chimera NFS server uses it to manage exports. If this file doesn’'t exist it must be created.
Thetypical export s filelookslikethis:

/ 1 ocal host (rw

/ dat a

# or
# /data *.ny.domai n(rw)

Asany RPC service ChimeraNFS requiresr pcbi nd serviceto runonthe host. Neverthelessr pcbi nd
has to be configured to accept requests from Chimera NFS.

On RHEL 6 based systems you need to add

RPCBI ND_ARGS="-i "

into/ et c/ sysconfi g/ rpcbi nd andrestart r pcbi nd. Check your OS manual for details.
[root] # service rpchind restart

St oppi ng rpcbi nd: [ &X ]
Starting rpchind: [ &K ]

If your OS does not provider pcbi nd Chimera NFS can use an embedded r pcbi nd. Thisrequiresto
disablethe por t map serviceif it exists.

[root] # /etc/init.d/ portnap stop
St oppi ng portmap: portmap

and restart the domain in which the NFS server is running.

Example:

[root] # dcache restart namespaceDonain

Now you can mount Chimera by

[root] # nount |ocal host:/ /mt

and create the root of the Chimera namespace which you can call dat a:

[root] # nkdir -p /mt/data

If you don’t want to mount chimera you can create the root of the Chimera namespace by

[root] # /usr/bin/chimera nkdir /data

Y ou can now add directory tags. For more information on tags see the section called “ Directory Tags'.

[root] # /usr/bin/chimera witetag /data sGoup "chinera"
[root] # /usr/bin/chimera witetag /data OSMrenpl ate "StoreName sql "

Using dCap with a mounted file system

If you plan to use dCap with a mounted file system instead of the URL-syntax (e.g. dccp / dat a/
filel/tnp/filel),youneedtomounttheroot of Chimeralocally (remote mountsare not allowed
yet). Thiswill allow usto establish wormhole files so dCap clients can discover the dCap doors.
[root] # mount |ocal host:/ /mt

[root] # mkdir /mt/adm n/etc/config/dCache
[root] # touch /mt/adm n/etc/config/dCache/ dcache. conf
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[root] # touch /mmt/adm n/etc/config/dCache/'. (fset)(dcache.conf)(io)(on)’
[root] # echo "<door host>:<port>" > /mt/adm n/etc/config/ dCache/ dcache. conf

The default values for ports can be found in Chapter 29, dCache Default Port Values (for dCap the
default portis22125) andinthefile/ usr/ shar e/ dcache/ def aul t s/ dcache. properti es.
They can be alteredin/ et ¢/ dcache/ dcache. conf

Create the directory in which the users are going to store their data and change to this directory.

[root] # nkdir -p /mt/data
[root] # cd /mmt/data

Now you can copy afile into your dCache

[root] # dccp /bin/sh test-file
735004 bytes (718 kiB) in 0 seconds

and copy the data back using the dccp command.

[root] # dccp test-file /tnp/testfile
735004 bytes (718 kiB) in 0 seconds

Thefile has been transferred succesfully.

Now remove the file from the dCache.

[root] # rm test-file

When the configuration is complete you can unmount Chimera:

[root] # unount /mt

Note

Please note that whenever you need to change the configuration, you have to remount the root
| ocal host : / toatemporary location like/ rmt .

Communicating with Chimera

Many configuration parameters of Chimeraand the application specific metadataisaccessed by reading,
writing, or creating files of the form . ( <conmand>) ( <par a>) . For example, the following prints
the Chimeral D of thefile/ dat a/ sone/dir/fil e. dat:

[user] $ cat /datal/any/sub/directory/'.(id)(file.dat)"’
0004000000000000002320B8 [user] $

From the point of view of the NFS protocol, the file. (i d) (fil e. dat) in the directory / dat a/
sone/ di r/ isread. However, Chimerainterpretsit asthecommandi d withtheparameterfi | e. dat
executed in the directory / dat a/ sone/ di r/ . The quotes are important, because the shell would
otherwise try to interpret the parentheses.

Some of these command files have a second parameter in athird pair of parentheses. Note, that files of
theform. ( <conmand>) ( <par a>) arenot redly files. They are not shown when listing directories
with |s. However, the command files are listed when they appear in the argument list of Isasin

[user] $Is -1 ".(tag)(sGoup)’
-rwr--r-- 11 root root 7 Aug 6 2010 .(tag)(sG oup)

Only a subset of file operations are allowed on these special command files. Any other operation will
result in an appropriate error. Beware, that files with names of this form might accidentally be created
by typos. They will then be shown when listing the directory.
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IDs

Each filein Chimera has a unique 18 byte long ID. It is referred to as ChimeralD or as pnfsID. Thisis
comparable to the inode number in other filesystems. The ID used for afile will never be reused, even
if thefileis deleted. dCache usesthe ID for al internal referencesto afile.

Example:

The ID of the file exanpl e. or g/ dat a/ exanpl efi | e can be aobtained by reading the
command-file. (i d) (exanpl efi | ) inthedirectory of thefile.

[user] $ cat /exanple.org/data/'.(id)(exanplefile)’
0000917F4A82369F4BA98E38DBC5687A031D

A filein Chimera can be referred to by the ID for most operations.

Example:

The name of afile can be obtained from the ID with the command nameof asfollows:
[user] $ cd /exanple.org/data/

[user] $ cat '.(naneof)(0000917F4A82369F4BA98E38DBC5687A031D)"
exanpl efile

And the ID of the directory it residesin is obtained by:

[user] $ cat '.(parent)(0000917F4A82369F4BA98E38DBC5687A031D)"
0000595ABA40B31A469C87754CD79E0CO8F2

Thisway, the complete path of afile may be obtained starting from the ID.

Directory Tags

In the Chimera namespace, each directory can have anumber of tags. These directory tags may be used
within dCacheto control thefile placement policy in the pools (seethe section called “ The Pool Selection
Mechanism™). They might also be used by atertiary storage system for similar purposes (e.g. controlling
the set of tapes used for the filesin the directory).

Note

Directory tags are not needed to control the behaviour of dCache. dCache works well without
directory tags.

Create, List and Read Directory Tags if the
Namespace is not Mounted

Y ou can create tags with
[user] $ /usr/bin/chinera witetag <directory> <tagNane> "<content >"
list tags with

[user] $ /usr/bin/chinera |stag <directory>

and read tags with
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[user] $ /usr/bin/chimera readtag <directory> <tagNane>

Example:

Create tags for the directory dat a with

[user] $ /usr/bin/chimera witetag /data sGoup "nmyG oup"
[user] $ /usr/bin/chimera witetag /data OSMrenpl ate " St oreNanme nyStore"

list the existing tags with

[user] $ /usr/bin/chimera Istag /data
Total : 2

OSMrenpl at e

sG oup

and their content with

[user] $ /usr/bin/chimera readtag /data OSMrenpl ate
St oreNane nyStore

[user] $ /usr/bin/chimera readtag /data sG oup

myG oup

Create, List and Read Directory Tags if the
Namespace is Mounted

If the namespace is mounted, change to the directory for which the tag should be set and create atag with

[user] $ cd <directory>
[user] $ echo '<contentl> > '.(tag)(<tagNamel>)'
[user] $ echo '<content2>'" > ' (tag)(<tagNane2>)'

Then the existing tags may be listed with

[user] $ cat '.(tags)()’
. (tag) (<tagnanel>)
. (tag) (<tagnane2>)

and the content of atag can be read with

[user] $ cat '.(tag)(<tagnanel>)'
<cont ent 1>
[user] $ cat '.(tag)(<tagNane2>)'
<cont ent 2>

Example:

Create tags for the directory dat a with

[user] $ cd data
[user] $ echo 'StoreNane nyStore' > '.(tag)(OSMrenpl ate)’
[user] $ echo 'nyGoup' > "'.(tag)(sGoup)'

list the existing tags with

[user] $ cat '.(tags)()'
. (tag) (OSMrenpl at e)
. (tag) (sGoup)

and their content with

[user] $ cat '.(tag)(CSMrenplate)’
St oreNane nyStore

[user] $ cat '.(tag)(sGoup)'

myG oup
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A nicetrick tolist all tagswith their contentsis

[user] & grep "" $(cat ".(tags)()")
. (tag) (OsMrenpl at e) : St oreNane nyStore
. (tag) (sG oup): nmyG oup

Directory Tags and Command Files

When creating or changing directory tags by writing to the command file asin

[user] $ echo '<content>'" > '.(tag)(<tagName>)'

one has to take care not to treat the command files in the same way as regular files, because tags are
different from files in the following aspects:

1. The<t agNane> islimited to 62 characters and the <cont ent > to 512 bytes. Writing more to the
command file, will be silently ignored.

2. If atag which does not exist in adirectory is created by writing toit, it is called a primary tag.

3. Tagsareinherited from the parent directory by anewly created directory. Changing aprimary tagin
one directory will change the tags inherited from it in the same way. Creating a new primary tag in
adirectory will not create an inherited tag in its subdirectories.

Moving a directory within the Chimera namespace will not change the inheritance. Therefore, a
directory does not necessarily inherit tags from its parent directory. Removing an inherited tag does
not have any effect.

4. Empty tags are ignored.

Directory Tags for dCache

The following directory tags appear in the dCache context:

OSMTemplate
Must contain aline of theform “St or eNane <st or eNane>" and specifies the name of the store
that is used by dCache to construct the storage classif the HSV Typeisosm

HSMType
The HSMIype tag is normally determined from the other existing tags. E.g., if the tag
OSMTenpl at e exists, HSMI'ype=osm is assumed. With this tag it can be set explicitly. A
class implementing that HSM type has to exist. Currently the only implementations are osmand
enstore.

sGroup
The storage group is also used to construct the storage classif the HSMI'ype isosm

cacheClass
Thecacheclassisonly used to control on which poolsthefilesin adirectory may be stored, whilethe
storage class (constructed from the two above tags) might also be used by the HSM. The cache class
isonly needed if the above two tags are already fixed by HSM usage and more flexibility is needed.

hsminstance
If not set, thehsm nst ance tag will be the same as the HSMT'y pe tag. Setting this tag will only
change the name as used in the storage class and in the pool commands.
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WriteToken
AssignaW i t eToken tagto adirectory in order to be able to write to a space token without using

the SRM

Storage Class and Directory Tags

The storage classis a string of the form <St or eNane>:<St or ageG oup>@<hsm t ype>, where
<St or eNane> is given by the OSMI'enpl at e tag, <St or ageG oup> by the sG oup tag and
<hsm t ype> by the HSMI'ype tag. As mentioned above the HSMTI'y pe tag is assumed to be osmif
the tag OSMTenpl at e exists.

In the examples above two tags have been created.

Example:

[user] $ /usr/bin/chimera |Istag /data
Total : 2

OSMrenpl at e

sG oup

Asthetag OSMTrenpl at e was created the tag HSMTy pe is assumed to beosm

The storage class of the files which are copied into the directory / dat a after the tags have been
set will beny St or e: nyG oup@sm

If directory tags are used to control the behaviour of dCache and/or atertiary storage system, itisagood
idea to plan the directory structure in advance, thereby considering the necessary tags and how they
should be set up. Moving directories should be done with great care or even not at al. Inherited tags can
only be created by creating a new directory.

Example:

Assume that data of two experiments, exper i nent - a and experi nent - b is written into a
namespace tree with subdirectories/ dat a/ experi ment - a and/ dat a/ experi nent - b. As
some pools of the dCache are financed by exper i ment - a and others by experi nment - b they
probably do not like it if they are also used by the other group. To avoid this the directories of
experi nent - a and experi ment - b can be tagged.

[user] $ /usr/bin/chimera witetag /datal/experinment-a OSMIenpl ate "StoreNanme exp-a"
[user] $ /usr/bin/chimera witetag /data/experinment-b OSMrenpl ate "StoreNane exp-b"

Data from experinment-a taken in 2010 shall be written into the directory / dat a/
experiment -a/ 2010 and data from experi nment - a taken in 2011 shall be written into
/ dat a/ experi ment - a/ 2011. Data from experi nment - b shal be written into / dat a/
exper i ment - b. Tag the directories correspondingly.

[user] $ /usr/bin/chimera witetag /datalexperinment-a/ 2010 sGoup "run2010"
[user] $ /usr/bin/chinmera witetag /data/experinment-a/2011 sGoup "run2011"
[user] $ /usr/bin/chimera witetag /data/experinment-b sGoup "alldata"

List the content of the tags by

[user] $ /usr/bin/chinmera readtag /datal/experinment-a/ 2010 OSMrenpl ate
St or eNane exp-a

[user] $ /usr/bin/chinmera readtag /datal/experinment-a/2010 sG oup
run2010

[user] $ /usr/bin/chinmera readtag /datal/experinment-a/2011 OSMrenpl ate
St or eNane exp-a

[user] $ /usr/bin/chinmera readtag /data/experinment-a/ 2011 sG oup
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run2011

[user] $ /usr/bin/chinmera readtag /data/experiment-b/2011 OSMrenpl ate
St or eNane exp-b

[user] $ /usr/bin/chinmera readtag /data/experinment-b/2011 sG oup

al | dat a

Asthe tag OSMTIenpl at e was created the HSMI'y pe is assumed to be osm

The storage classes of the files which are copied into these directories after the tags have been set
will be

e exp-a:run2010@smfor thefilesin/ dat a/ experi ment - a/ 2010
e exp-a:run20ll@smforthefilesin/ dat a/ experi nent-a/ 2011
* exp-b: al | dat a@smfor thefilesin/ dat a/ experi ment-b

To see how storage classes are used for pool selection have alook at the example ' Reserving Pools
for Storage and Cache Classes’ in the PoolManager chapter.

There are more tags used by dCache if the HSMIy pe isenst or e.
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All of dCache makesuse of the cell package. It isaframework for adistributed and scalable server system
in Java. The dCache system is divided into cells which communicate with each other via messages.
Several cellsrun simultaneously in one domain.

Each domain runs in a separate Java virtual machine and each cell is run as a separate thread therein.
Domain names have to be unique. The domains communicate with each other via TCP using connections
that are established at start-up. The topology is controlled by the location manager service. In the
standard configuration, all domains connect with the dCacheDomai n, which routes all messages to
the appropriate domains. This forms a star topology.

Only for message communication

The TCP communication controlled by the location manager service is for the short control
messages sent between cells. Any transfer of the data stored within dCache does not use these
connections; instead, dedicated TCP connections are established as needed.

A single node provides the location-manager service. For a single-host dCache instance, this is
| ocal host ; for multi-host dCache instances, the hostname of the node providing this service must be
configured using theser vi ceLocat or Host property.

The domain that hosts the location manager service is also configurable. By default, the
service runs within the dCacheDomai n domain; however, this may be changed by setting
the dcache. br oker. domai n property. The port that the location manager listens on is also
configurable, usingthedcache. br oker . port property; however, most sitesmay |eavethis property
unaltered and use the default value.

Within this framework, cells send messages to other cells addressing them in the form
<cel | Name>@:domai nNanme>. This way, cells can communicate without knowledge about the
host they run on. Some cells are well known, i.e. they can be addressed just by their name without
@:dormai nNane>. Evidently, this can only work properly if the name of the cell is unique throughout
the whole system. If two well known cells with the same name are present, the system will behave in
an undefined way. Therefore it is wise to take care when starting, naming, or renaming the well known
cdls. In particular thisistrue for pools, which are well known cells.

A domainis started with ashell script bi n/ dcache start <donai nNane>. The routing manager
and location manager cells are started in each domain and are part of the underlying cell package
structure. Each domain will contain at least one cell in addition to them.
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Chapter 6. Therepl | ca Service
(Replica Manager)

Ther epl i ca service (which isalso referred to as Replica Manager) controls the number of replicas of
afile on the poals. If no tertiary storage systemis connected to a dCache instance (i.e., it is configured
asalargefile store), there might be only one copy of each file on disk. (At least the preciousreplica.) If
ahigher security and/or availability isrequired, the resilience feature of dCache can be used: If running
in the default configuration, ther epl i ca service will make sure that the number of replicas of afile
will be at least 2 and not more than 3. If only one replicais present it will be copied to another pool by
apool to pool transfer. If four or more replicas exist, some of them will be deleted.

The Basic Setup

The standard configuration assumes that the database server is installed on the same machine as the
repl i ca service— usualy the admin node of the dCache instance. If thisis not the case you need to
set the property r epl i ca. db. host .

To create and configure the database replica used by ther epl i ca service in the database server do:

[root] # createdb -U dcache replica
[root] # psql -U dcache -d replica -f /usr/share/dcache/replical/psql_install_replicas.sql

To activatether epl i ca service you need to

1. Enablether epl i ca servicein alayout file.

[ <sonmeDomai n>]

[ <someDomai n>/repl i ca]

2. Configure the service in the /etc/dcache/ dcache. conf file on the node with the
dCacheDonai n and on the node on which the pnf smanager isrunning.

dcache. enabl e. repl i ca=true

Note

It will not work properly if you defined ther epl i ca service in one of the layout files and
set this property to no on the node with the dCacheDormai n or on the node on which the
pnf smanager isrunning.

3. Define apool group for theresilient pools if necessary.
4. Startther epl i ca service.

Inthe default configuration, al pools of the dCache instance which have been created with the command
dcache pool create will be managed. These pools are in the pool group named def aul t which does
exist by default. Ther epl i ca service will keep the number of replicas between 2 and 3 (including).
At each restart of ther epl i ca servicethe pool configuration in the database will be recreated.

Example:

This is a simple example to get started with. All your pools are assumed to be in the pool group
defaul t.
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1. Inyour layout filein the directory / et ¢/ dcache/ | ayout s definether epl i ca service.
[ dCacheDonai n]
[ replicaDomai n]

[replicaDonai n/replical

2. Inthefile/ et ¢/ dcache/ dcache. conf set the value for the property r epl i caManager
totrue andtherepl i ca. pool group todefaul t.

dcache. enabl e. repli ca=true
replica. pool gr oup=def aul t

3. The pool group def aul t exists by default and does not need to be defined.

4, Tostartther epl i ca service restart dCache.

[root] # dcache restart

Define a poolgroup for resilient pools

For more complex installations of dCache you might want to define apool group for the resilient pools.

Define theresilient pool groupinthe/ var/ | i b/ dcache/ confi g/ pool manager. conf fileon
the host running the pool manager service. Only pools defined in the resilient pool group will be
managed by ther epl i ca service.

Example:

Login to the admin interface and cd to the Pool Manager . Define a poolgroup for resilient pools
and add pools to that poolgroup.

(local) adnmin > cd Pool Manager

(Pool Manager) admi n > psu create pgroup ResilientPools
(Pool Manager) adm n > psu create pool pool3

(Pool Manager) admin > psu create pool pool4

(Pool Manager) adm n > psu addto pgroup ResilientPools pool 3
( Pool Manager) admin > psu addto pgroup ResilientPools pool 4
(Pool Manager) adm n > save

By default the pool group named Resi | i ent Pool s isused for replication.

To use another pool group defined in / var /|1 i b/ dcache/ confi g/ pool manager. conf for
replication, please specify the group nameintheet ¢/ dcache. conf file.

repl i ca. pool group=<NanmeOf Resi | i ent Pool G- oup>.

Operation

When afileis transfered into dCache its replica is copied into one of the pools. Since thisis the only
replica and normally the required range is higher (e.g., by default at least 2 and at most 3), thisfile will
be replicated to other pools.

When some pools go down, the replica count for the files in these pools may fall below the valid range
and these fileswill bereplicated. Replicas of the file with replica count below the valid range and which
need replication are called deficient replicas.
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Later on some of thefailed pools can come up and bring online more valid replicas. If there aretoo many
replicasfor somefilethese extrareplicas are called redundant replicas and they will be“reduced”. Extra
replicas will be deleted from pools.

The repl i ca service counts the number of replicas for each file in the pools which can be
used online (see Pool States below) and keeps the number of replicas within the valid range
(replica.limts.replicas.mn,replica.limts.replicas. nmax).

Pool States

The possible states of a pool are onl i ne, down, of f | i ne, of f| i ne- prepar e and dr ai nof f.
They can be set by the admin through the admin interface. (See the section called “Commands for the
admin interface”.)

Figure6.1. Pool State Diagram

Pool State,
Resilient dCache v1.0

[ offline-prepare J drainoff |
J/ /__.---" \ /
.r’{ e e —T

[unknuwn ]
Gl

_—

down | ([ down |
Jjiransient l—J

[ down |
Juransient
EMD

online
Normal operation.

Replicasin this state are readable and can be counted. Files can be written (copied) to this pool.

down
A pool can be down because

« the admin stopped the domain in which the pool was running.
* the admin set the state value via the admin interface.
* the pool crashed

To confirm that it is safe to turn pool down there is the command Is unique in the admin interface
to check number of files which can be locked in this pool. (See the section called “Commands for
the admin interface”.)

Replicasin pools which are down are not counted, so when a pool crashes the number of onl i ne
replicas for some files is reduced. The crash of a pool (pool departure) may trigger replication of
multiplefiles.
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On startup, the pool comesbriefly totheonl i ne state, and thenit goesdown to do pool “Inventory”
to cleanup files which broke when the pool crashed during transfer. When the pool comes online
again, ther epl i ca service will update the list of replicasin the pool and store it in the database.

Pool recovery (arrival) may trigger massive deletion of file replicas, not necessarily in this pool.

offline
The admin can set the pool state to be of f | i ne. This state was introduced to avoid unnecessary
massive replication if the operator wants to bring the pool down briefly without triggering massive
replication.

Replicasin thispool are counted, therefore it does not matter for replication purposeif anof f | i ne
pool goes down or up.

When a pool comes onl i ne from an of f | i ne state replicas in the pool will be inventoried to
make sure we know thereal list of replicasin the pool.

offline-prepare
Thisisatransient state betweeenonl i ne andof f | i ne.

The admin will set the pool state to be of f | i ne- pr epar e if he wants to change the pool state
and does not want to trigger massive replication.

Unique files will be evacuated — at |east one replica for each unique file will be copied out. It is
unlikely that afile will be locked out when a single pool goes down as normally afew replicas are
online. But when severa pools go down or set drainoff or offline file lockout might happen.

Now the admin can set the pool state of f | i ne and then down and no file replication will be
triggered.

drainoff
Thisisatransient state betweeen onl i ne and down.

The admin will set the pool state to be dr ai nof f if he needs to set a pool or a set of pools
permanently out of operation and wants to make sure that there are no replicas “locked out”.

Unique files will be evacuated — at least one replica for each unique file will be copied out. It is
unlikely that afile will be locked out when a single pool goes down as normally afew replicas are
online. But when several pools go down or set drainoff or offline file lockout might happen.

Now the admin can set the pool sate down. Files from other pools might be
replicated now, depending on the values of replica.limts.replicas.mn and
replica.linits.replicas. max.

Startup

Whenther epl i ca service startsit cleans up the database. Then it waits for some time to give achance
to most of the pools in the system to connect. Otherwise unnecessary massive replication would start.
Currently thisisimplemented by some delay to start adjustments to give the pools a chance to connect.

Cold Start

Normally (during Cold Start) all information in the database is cleaned up and recreated again by polling
pools which are onl i ne shortly after some minimum delay after the r epl i ca service starts. The
repl i ca servicestartsto track thepools' state (pool up/down messages and polling list of online pools)
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and updatesthelist of replicasin the poolswhich came online. This processlastsfor about 10-15 minutes
to make sure al pools came up online and/or got connected. Pools which once get connected to the
repl i ca servicearein online or down state.

It can be annoying to wait for some large period of time until all known “good” pools get connected.
Thereisa“Hot Restart” option to accelerate the restart of the system after the crash of the head node.

Hot Restart

On Hot Restart the r epl i ca service retrieves information about the pools states before the crash
from the database and saves the pools’ states to some internal structure. When a pool gets connected
ther epl i ca service checks the old pool state and registers the old pool’s state in the database again
if the state was of f1 i ne, of fl i ne- prepare or drai noff state. Therepl i ca service aso
checks if the pool was onl i ne before the crash. When all pools which were onl i ne get connected
once, ther epl i ca service supposesit recovered its old configuration and ther epl i ca service starts
adjustments. If some pools went down during the connection process they were already accounted and
adjustment would take care of it.

Example:

Suppose we have ten poolsin the system, where eight poolswereonl i ne andtwowereof f | i ne
beforeacrash. Ther epl i ca service doesnot care about thetwo of f | i ne poolsto get connected
to start adjustments. For the other eight poolswhichwereonl i ne, suppose one pool gets connected
and then it goes down while the other pools try to connect. Ther epl i ca service considers this
pool in known state, and when the other seven pools get connected it can start adjustments and does
not wait any more.

If the system wasin equilibrium state beforethe crash, ther epl i ca service may find some deficient
replicas because of the crashed pool and start replication right away.

Avoid replicas on the same host

For security reasons you might want to spread your replicas such that they are not on the same
host, or in the same building or even in the same town. To configure this you need to set the
t ag. host nane label for your pools and check the propertiesr epl i ca. enabl e. check- pool -
host andrepl i ca. enabl e. same- host-replica.

Example:

We assume that some pools of your dCache are in Hamburg and some are in Berlin. In the layout
files where the respective pools are defined you can set

[ pool Donai n]

[ pool Donmi n/ pool 1]

name=pool 1

pat h=/ srv/ dcache/ pl

pool . si ze=500G

pool . wait-for-files=${path}/data
t ag. host name=Hanbur g

and

[ pool Donmi n]

[ pool Domai n/ pool 2]
nanme=pool 2

pat h=/ srv/ dcache/ p2
pool . si ze=500G
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pool . wai t-for-fil es=${path}/data
t ag. host nane=Berlin

By default the property replica.enable.check-pool-host is true and
replica. enabl e. same- host-replicaisfal se. Thismeansthat thet ag. host nane will
be checked and the replication to a pool with the samet ag. host nane is not allowed.

Hybrid dCache

A hybrid dCache operates on a combination of pools (maybe connected to tape) which are not in a
resilient pool group and the set of resilient pools. Ther epl i ca service takes care only of the subset of
pools configured in the pool group for resilient pools and ignores all other pools.

Note

If afilein aresilient pool is marked precious and the pool were connected to atape system, then
it would be flushed to tape. Therefore, the pools in the resilient pool group are not allowed to
be connected to tape.

Commands for the admin interface

If you are an advanced user, have proper privileges and you know how to issue acommand to the admin
interface you may connect to the Repl i caManager cell and issue the following commands. Y ou
may find more commands in online help which are for debug only — do not use them as they can stop
r epl i ca service operating properly.

set pool <pool ><st at e>
set pool state

show pool <pool >
show pool state

Isunique <pool >
Reports number of unique replicasin this pool.

exclude<pnf sl d>
exclude <pnf sl d> from adjustments

release <pnf sl d>
removes transaction/BAD status for <pnf s| d>

debugtrue|false
enable/disable DEBUG messagesin the log file

Properties of therepl i ca service

replica.cell.name
Default: dcache. enabl e. repl i ca

Cell name of ther epl i ca service

dcache.enable.replica
Default: f al se
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Set thisvaluetot r ue if youwant tousether epl i ca service.

replica.poolgroup
Default: Resi | i ent Pool s

If you want to use another pool group for theresilient pools set this value to the name of theresilient
pool group.

replica.db.host
Default; | ocal host

Set this value to the name of host of ther epl i ca service database.

replica.db.name
Default: repl i ca

Name of the replica database table.

replica.db.user
Default: dcache

Changeif ther epl i cas database was created with a user other than dcache.

replica.db.password.file
Default: no password

replica.db.driver
Default: or g. postgresql . Dri ver

repl i ca service was tested with PostgreSQL only.

replica.limits.pool-watchdog-period
Default: 600 (10 min)

Pools Watch Dog poll period. Poll the poolswith this period to find if some pool went south without
sending a notice (messages). Can not be too short because a pool can have a high load and not send
pings for some time. Can not be less than pool ping period.

replicalimits.excluded-files-expiration-timeout
Default: 43200 (12 hours)

replicalimits.delay-db-start-timeout
Default: 1200 (20 min)

Onfirst start it might take sometime for the poolsto get connected. If replication started right away,
it would lead to massive replications when not al pools were connected yet. Therefore the database
init thread sleeps some time to give a chance to the pools to get connected.

replicalimits.adjust-start-timeout
Default: 1200 (20 min)

Normally Adjuster waits for database init thread to finish. If by some abnormal reason it cannot find
a database thread then it will sleep for this delay.

replicalimits.wait-replicate-timeout
Default: 43200 (12 hours)
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Timeout for pool-to-pool replica copy transfer.

replicalimits.wait-reduce-timeout
Default: 43200 (12 hours)

Timeout to delete replica from the pool.

replicalimits.workers
Default: 6

Number of worker threads to do the replication. The same number of worker threads is used for
reduction. Must be more for larger systems but avoid situation when requests get queued in the pool.

replicalimits.replicas.min
Default: 2

Minimum number of replicasin poolswhich areonl i ne or of fI i ne.

replicalimits.replicas.max
Default: 3

Maximum number of replicasin poolswhich areonl i ne or of f I i ne.

replica.enable.check-pool -host
Default: t r ue

Checkst ag. host name which can be specified in the layout file for each pool.
Set this property to f al se if you do not want to perform this check.

replica.enable.same-host-replica
Default: f al se

If settotrue you alow filesto be copied to a pool, which has the samet ag. host nane asthe
source pool.

Note

The property repl i ca. enabl e. check- pool - host needs to be set to true if
replica. enabl e. sanme- host -repl i caissettofase.
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The heart of adCache systemisthe pool manager . When a user performs an action on afile - reading
or writing - atransfer request is sent to the dCache system. The pool manager then decides how to
handle this request.

If afile the user wishes to read resides on one of the storage-pools within the dCache system, it will be
transferred from that pool to the user. If it resides on several pools, the file will be retrieved from one of
the pools determined by a configurable load balancing policy. If al poolsthefileis stored on are busy,
anew copy of thefile on an idle pool will be created and this pool will answer the request.

A new copy can either be created by a pool to pool transfer (p2p) or by fetching it from a connected
tertiary storage system (sometimes called HSM - hierarchical storage manager). Fetching afile from a
tertiary storage system is called staging. It is also performed if thefileis not present on any of the pools
in the dCache system. The pool manager has to decide on which pool the new copy will be created, i.e.
staged or p2p-copied.

The behaviour of thepool manager serviceishighly configurable. In order to exploit thefull potential
of the software it is essential to understand the mechanisms used and how they are configured. The
pool manager service createsthe Pool Manager cell, whichisaunique cell in dCache and consists
of several sub-modules. The important ones are the pool selection unit (PSU) and the load balancing
policy as defined by the partition manager (PM).

The pool manager can be configured by either directly editing the file / var/ | i b/ dcache/

confi g/ pool manager . conf or viathe Admin Interface. Changes made via the Admin Interface
will be saved in the file /var/1i b/dcache/ confi g/ pool manager. conf by the save
command. Thisfile will be parsed, whenever the dCache starts up. It isasimple text file containing the
corresponding Admin Interface commands. It can therefore aso be edited before the system is started.
It can also be loaded into a running system with the reload command. In this chapter we will describe
the commands allowed in thisfile.

The Pool Selection Mechanism

The PSU isresponsible for finding the set of pools which can be used for a specific transfer-request. By
telling the PSU which pools are permitted for which type of transfer-request, the administrator of the
dCache system can adjust the system to any kind of scenario: Separate organizations served by separate
pools, special pools for writing the data to a tertiary storage system, poolsin a DMZ which serves only
acertain kind of data (e.g., for the grid). This section explains the mechanism employed by the PSU and
shows how to configure it with several examples.

The PSU generates a list of allowed storage-pools for each incoming transfer-request. The PSU
configuration described below tells the PSU which combinations of transfer-request and storage-pool
are allowed. Imagine atwo-dimensional table with arow for each possible transfer-request and a column
for each pool - each field in the table containing either “yes’ or “no”. For an incoming transfer-request
the PSU will return alist of al poolswith “yes’ in the corresponding row.

Instead of “yes’” and “no” the table really contains a preference - a non-negative integer. However, the
PSU configuration is easier to understand if thisisignored.

Actually maintaining such a table in memory (and as user in a configuration file) would be quite
inefficient, because there are many possibilities for the transfer-requests. Instead, the PSU consults a set
of rulesin order to generate the list of allowed pools. Each such rule is called a link because it links a
set of transfer-requests to a group of pools.
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Links

A link consists of a set of unit groups and alist of pools. If al the unit groups are matched, the pools
belonging to the link are added to the list of allowable pooals.

Alink isdefined inthefile/ var /| i b/ dcache/ confi g/ pool manager . conf by

psu create |ink<link><unitgroup>psu set link<link>-readpref=<rpref>
-witepref=<wpref> -cachepref=<cpref> -p2ppref=<ppref> psu add |I|ink
<l i nk> <pool gr oup>

For the preference values see the section called “ Preference Values for Type of Transfer”.

The main task is to understand how the unit groupsin alink are defined. After we have dealt with that,
the preference values will be discussed and a few examples will follow.

The four properties of atransfer request, which are relevant for the PSU, are the following:

Location of the File
The location of the file in the file system is not used directly. Each file has the following two
properties which can be set per directory:

» Storage Class. The storage classis astring. It is used by atertiary storage system to decide
where to store the file (i.e. on which set of tapes) and dCache can use the storage class for a
similar purpose (i.e. on which pools the file can be stored.). A detailed description of the syntax
and how to set the storage class of a directory in the namespace is given in the section called
“Storage Classes”.

» CacheClass. The cache classisastring with essentially the same functionality as the storage
class, except that it is not used by atertiary storage system. It is used in cases, where the storage
classdoes not provide enough flexibility. It should only be used, if an existing configuration using
storage classes does not provide sufficient flexibility.

IP Address
The IP address of the requesting host.

Protocol / Type of Door
The protocol respectively the type of door used by the transfer.

Type of Transfer
Thetype of transfer iseither r ead, wri t e, p2p request or cache.

A request for reading afile which is not on aread pool will trigger ap2p request and a subsequent
r ead request. These will be treated as two separate requests.

A request for reading afilewhichisnot stored on disk, but hasto be staged from a connected tertiary
storage system will trigger acache request to fetch the file from the tertiary storage system and a
subsequent r ead request. These will be treated as two separate requests.

Each link contains one or more unit groups, all of which have to be matched by the transfer request. Each
unit group in turn contains several units. The unit group ismatched if at least one of the unitsis matched.

Types of Units

There are four types of units: network (- net ), protocol (- pr ot ocol ), storage class (- st or ) and
cacheclass (- dcache) units. Each type imposes a condition on the | P address, the protocol, the storage
class and the cache class respectively.
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For each transfer at most one of each of the four unit types will match. If more than one unit of the same
type could match the request then the most restrictive unit matches.

The unit that matches is selected from al units defined in dCache, not just those for a particular unit
group. Thismeansthat, if aunit group hasaunit that could match arequest but this request also matches
amore restrictive unit defined elsewhere then the less restrictive unit will not match.

Network Unit
A network unit consists of an I|Paddressand anet mask writtenas<!| P- addr ess>/ <net mask>,
say111. 111. 111. 0/ 255. 255. 255. 0. Itissatisfied, if the request iscoming from ahost with
I P address within the subnet given by the address/netmask pair.
psu create ugroup <name-of-unitgroup>

psu create unit -net <|P-address>/<net nmask>
psu addt o ugroup <nane-of -unitgroup> <IP-address>/ <net mask>

Protocol Unit
A protocol unit consists of the name of the protocol and the version number writtenas<pr ot ocol -
nane>/<ver si on- nunmber >, e.g., Xxr oot d/ 3.
psu create ugroup <nane-of-unitgroup>

psu create unit -protocol <protocol-nanme>/<version-nunber>
psu addt o ugroup <nane-of-unitgroup> <protocol - nane>/ <ver si on- nunber >

Storage Class Unit

A storage class unit is given by a storage class. It is satisfied if the requested file has this storage
class. Simplewild cards are allowed: for thisit isimportant to know that a storage class must always
contain exactly one @symbol as will be explained in the section called “ Storage Classes’. In a
storage class unit, either the part before the @symbol or both parts may be replaced by a* -symbol;
for example, * @smand * @ are both valid storage class unitswhereassonet hi ng@ isinvalid.
The* -symbol represents alimited wildcard: any string that doesn’t contain an @symbol will match.
psu create ugroup <name-of -unitgroup>

psu create unit -store <StoreNane>: <StorageG oup>@«t ype- of - st or age- syst enr
psu addt o ugroup <name-of - uni t group> <St or eNanme>: <St or ageG oup>@t ype- of - st or age- syst en>

Cache Class Unit
A cache class unit is given by a cache class. It is satisfied, if the cache class of the requested file
agrees with it.
psu create ugroup <name-of-unitgroup>

psu create unit -dcache <nane-of -cache-cl ass>
psu addt o ugroup <nane-of -unitgroup> <nane- of - cache- cl ass>

Preference Values for Type of Transfer

The conditions for the type of transfer are not specified with units. Instead, each link contains four
atributes - r eadpr ef , -w i t epref, - p2ppr ef and - cachepr ef , which specify a preference
valuefor the respective types of transfer. If all the unit groupsin thelink are matched, the corresponding
preference is assighed to each pool the link pointsto. Since we are ignoring different preference values
at the moment, a preference of O stands for no and a non-zero preference stands for yes. A negative
valuefor - p2ppr ef means, that the value for - p2ppr ef should equa the one for the - r eadpr ef .

Multiple non-zero Preference Values

Note

This explanation of the preference values can be skipped at first reading. It will not be relevant,
if al non-zero preference values are the same. If you want to try configuring the pool manager
right now without bothering about the preferences, you should only use 0 (for no) and, say, 10
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(for yes) as preferences. You can choose - p2ppr ef =- 1 if it should match the value for -
r eadpr ef . Thefirst examples below are of thistype.

If several different non-zero preference values are used, the PSU will not generate asingle list but a set
of lists, each containing poolswith the same preference. The Pool Manager will usethelist of poolswith
highest preference and select a pool according to the load balancing policy for the transfer. Only if all
pools with the highest preference are offline, the next list will be considered by the Pool Manager. This
can be used to configure a set of fall-back poolswhich are used if none of the other pools are available.

Pool Groups

Pools can be grouped together to pool groups.

psu create pgroup <name-of -pool group>
psu create pool <name-of-pool >
psu addt o pgroup <nane- of - pool gr oup> <nane- of - pool >

Example:

Consider ahost pool 1 withtwo pools, pool 1_1 andpool 1_2, and ahost pool 2 with one pool
pool 2_1. If you want to treat them in the same way, you would create a pool group and put all
of theminit:

psu create pgroup nornal -pool s

psu create pool pool1l_1

psu addto pgroup nornal -pools pooll 1
psu create pool pool1l_2

psu addto pgroup nornal -pools pool 1 2
psu create pool pool2_1

psu addto pgroup nornal -pools pool2_1

If you later want to treat pool 1_2 differently from the others, you would remove it from this pool
group and add it to anew one:
psu renmovefrom pgroup normal - pool s pool 1_2

psu create pgroup special -pools
psu addto pgroup special -pools pool 1_2

In the following, we will assume that the necessary pool groups already exist. All nhames ending with
- pool s will denote pool groups.

Note that a pool-node will register itself with the Pool Manager : The pool will be created within
the PSU and added to the pool group def aul t, if that exists. This is why the dCache system will
automatically use any new pool-nodesin the standard configuration: All poolsareindef aul t and can
therefore handle any request.

Storage Classes

The storage class is a string of the form <St or eNane>: <St or ageG oup>@:t ype- of -
st orage- syst enr, where<t ype- of - st or age- syst en denotesthetype of storage systemin
use, and <St or eNanme>:<St or ageG oup> isastring describing the storage classin a syntax which
depends on the storage system. In general use <t ype- of - st or age- syst en>=osm

Consider for example the following setup:

Example:

[root] # /usr/bin/chinmera |stag /datal/experinent-a

Total: 2

OSMrenpl at e

sG oup

[root] # /usr/bin/chinmera readtag /datalexperinent-a OSMrenpl at e
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St oreNane nyStore
[root] # /usr/bin/chinera readtag /data/experinent-a sG oup
STRI NG

This is the setup after a fresh ingallation and it will lead to the storage class
my St or e: STRI NG@sm An adjustment to more sensible values will look like

[root] # /usr/bin/chinera witetag /datal/experinent-a OSMlenpl ate "StoreNane exp-a"
[root] # /usr/bin/chinera witetag /data/experinent-a sGoup "run2010"

and will result in the storage class exp- a: run2010@smfor any data stored in the / dat a/
experi ment - a directory.

To summarize: The storage class depends on the directory the datais stored in and is configurable.

Cache Class

Storage classes might already bein use for the configuration of atertiary storage system. In most cases
they should be flexible enough to configure the PSU. However, in rare cases the existing configuration
and convention for storage classes might not be flexible enough.

Consider for example a situation, where data produced by an experiment always has the same storage
classexp- a: al | dat a@sm Thisis good for the tertiary storage system, since all data is supposed
to go to the same tape set sequentially. However, the data also contains a relatively small amount of
meta-data, which is accessed much more often by analysisjobs than the rest of the data. Y ou would like
to keep the meta-data on a dedicated set of dCache pools. However, the storage class does not provide
means to accomplish that.

The cache class of adirectory is set by thetag cacheCl ass asfollows:

Example:

[root] # /usr/bin/chinmera witetag /datal/experinent-a cached ass "netaData"

In this example the meta-data is stored in directories which are tagged in this way.

Check the existing tags of adirectory and their content by:

[root] # /usr/bin/chimera Istag /path/to/directory
Total : nunber O Tags

tagl

tag2

[root] # /usr/bin/chimera readtag /path/to/directory tagl
cont ent Of Tagl

Note

A new directory will inherit the tags from the parent directory. But updating atag will not update
the tags of any child directories.

Define a link

Now we have everything we need to define alink.

psu create ugroup <name-of -unitgroup>
psu create unit - <type> <unit>
psu addto ugroup <nane-of-unitgroup> <unit>

psu create pgroup <pool group>
psu create pool <pool >
psu addto pgroup <pool group> <pool >
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psu create |ink <link> <name-of-unitgroup>
psu set link <link> -readpref=<10> -witepref=<0> -cachepref=<10>-p2ppref =<-1>
psu add |ink <link> <poolgroup>

Examples

Find some examples for the configuration of the PSU below.

Separate Write and Read Pools

The dCache we are going to configure receives data from a running experiment, stores the data onto a
tertiary storage system, and serves as aread cachefor userswho want to analyze the data. While the new
datafrom the experiment should be stored on highly reliable and therefore expensive systems, the cache
functionality may be provided by inexpensive hardware. It is therefore desirable to have a set of pools
dedicated for writing the new data and a separate set for reading.

Example:

The simplest configuration for such a setup would consist of two links “write-link” and “read-link”.
The configuration is as follows:

psu
psu
psu
psu
psu
psu

psu
psu
psu

psu
psu
psu

psu
psu
psu

create pgroup read-pools
create pool pooll

addt o pgroup read-pools pooll
create pgroup wite-pools
create pool pool 2

addto pgroup wite-pools pool 2

create unit -net 0.0.0.0/0.0.0.0
create ugroup allnnet-cond
addto ugroup allnet-cond 0.0.0.0/0.0.0.0

create link read-link allnet-cond
set link read-link -readpref=10 -witepref=0 -cachepref=10
add link read-1ink read-pools

create link wite-link allnet-cond
set link wite-link -readpref=0 -witepref=10 -cachepref=0
add link wite-link wite-pools

Why isthe unit group al | net - cond necessary? It is used as a condition which is always true in
both links. Thisis needed, because each link must contain at least one unit group.

Restricted Access by IP Address

Y ou might not want to give access to the pools for the whole network, as in the previous example (the
section called “ Separate Write and Read Pools’), though.

Example:

Assume, the experiment datais copied into the cache from the hostswith IP111. 111. 111. 201,
111.111.111.202,and 111. 111. 111. 203. As you might guess, the subnet of the site is
111.111.111. 0/ 255. 255. 255. 0. Access from outside should be denied. Then you would
modify the above configuration as follows:

psu
psu
psu
psu
psu
psu

psu

create pgroup read-pools
create pool pooll

addt o pgroup read-pools pool 1l
create pgroup wite-pools
create pool pool 2

addto pgroup wite-pools pool 2

create unit -store *@
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psu create unit -net 111.111.111.0/255.255.255.0

psu create unit -net 111.111.111.201/255. 255. 255. 255
psu create unit -net 111.111.111.202/255. 255. 255. 255
psu create unit -net 111.111.111.203/255. 255. 255. 255

psu create ugroup wite-cond

psu addto ugroup wite-cond 111.111.111. 201/ 255. 255. 255. 255
psu addto ugroup wite-cond 111.111.111. 202/ 255. 255. 255. 255
psu addto ugroup wite-cond 111.111.111. 203/ 255. 255. 255. 255

psu create ugroup read-cond

psu addto ugroup read-cond 111.111.111. 0/ 255. 255. 255.0

psu addto ugroup read-cond 111.111.111. 201/ 255. 255. 255. 255
psu addto ugroup read-cond 111.111.111. 202/ 255. 255. 255. 255
psu addto ugroup read-cond 111.111.111. 203/ 255. 255. 255. 255

psu create link read-link read-cond
psu set link read-link -readpref=10 -witepref=0 -cachepref=10
psu add link read-1ink read-pools

psu create link wite-link wite-cond
psu set link wite-link -readpref=0 -witepref=10 -cachepref=0
psu add link wite-link wite-pools

I mportant

For a given transfer exactly zero or one storage class unit, cache class unit, net unit
and protocol unit will match. As always the most restrictive one will match, the IP
111.111.1211. 201 will match the 111. 111. 111. 201/ 255. 255. 255. 255 unit
and not the 111. 111. 111. 0/ 255. 255. 255. 0 unit. Therefore if you only add
111.111.111. 0/ 255. 255. 255. 0 to the unit group “read-cond”, the transfer request
comingfromthelP111. 111. 111. 201 will only be allowed to write and not to read. The
sameistrue for transfer requestsfrom111. 111. 111. 202 and111. 111. 111. 2083.

Reserving Pools for Storage and Cache Classes

If pools are financed by one experimental group, they probably do not like it if they are aso used by
another group. The best way to restrict data belonging to one experiment to a set of poolsis with the
help of storage class conditions. If more flexibility is needed, cache class conditions can be used for
the same purpose.

Example:

Assume, data of experiment A obtained in 2010 is written into subdirectories in the namespace tree
which are tagged with the storage classexp- a: r un2010@sm and similarly for the other years.
(How thisisdoneisdescribed in the section called “ Storage Classes’.) Experiment B usesthe storage
class exp- b: al | dat a@smfor al its data. Especially important data is tagged with the cache
classi nport ant . (Thisisdescribedinthesection called “ Cache Class’.) A suitable setup would be

psu create pgroup exp-a-pools
psu create pool pool1
psu addt o pgroup exp-a-pools pooll

psu create pgroup exp-b-pools
psu create pool pool2
psu addt o pgroup exp-b-pools pool 2

psu create pgroup exp-b-inp-pools
psu create pool pool 3
psu addt o pgroup exp-b-inp-pools pool 3

psu create unit -net 111.111.111.0/255.255.255.0
psu create ugroup allnet-cond
psu addto ugroup allnet-cond 111.111.111. 0/255. 255. 255.0
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psu create ugroup exp-a-cond

psu create unit -store exp-a:run2011@sm

psu addt o ugroup exp-a-cond exp-a:run2011@sm
psu create unit -store exp-a:run2010@sm

psu addt o ugroup exp-a-cond exp-a:run2010@sm

psu create link exp-a-link allnet-cond exp-a-cond
psu set |ink exp-a-link -readpref=10 -writepref=10 -cachepref=10
psu add link exp-a-link exp-a-pools

psu create ugroup exp-b-cond
psu create unit -store exp-b:alldata@sm
psu addt o ugroup exp-b-cond exp-b:al |l data@sm

psu create ugroup inp-cond
psu create unit -dcache inportant
psu addto ugroup inp-cond inportant

psu create link exp-b-link allnet-cond exp-b-cond
psu set link exp-b-link -readpref=10 -witepref=10 -cachepref=10
psu add |ink exp-b-link exp-b-pools

psu create link exp-b-inp-link allnet-cond exp-b-cond inp-cond
psu set link exp-b-inp-link -readpref=20 -witepref=20 -cachepref=20
psu add link exp-b-link exp-b-inp-pools

Datatagged with cache class“i npor t ant ” will always be written and read from poolsin the pool
group exp- b- i np- pool s, except when all poolsin this group cannot be reached. Then the pools
inexp- a- pool s will be used.

Note again that these will never be used otherwise. Not even, if al poolsin exp- b-i np- pool s
are very busy and some poolsin exp- a- pool s have nothing to do and lots of free space.

The central IT department might also want to set up afew pools, which are used as fall-back, if none of
the pools of the experiments are functioning. These will also be used for internal testing. The following
would have to be added to the previous setup:

Example:

psu create pgroup it-pools
psu create pool pool _it
psu addto pgroup it-pools pool _it

psu create link fallback-1ink allnet-cond
psu set link fallback-link -readpref=5 -witepref=5 -cachepref=5
psu add link fallback-link it-pools

Note again that these will only be used, if none of the experiments pools can be reached, or if
the storage class is not of the form exp- a: r un2009@sm exp- a: run2010@sm or exp-
b: al | dat a@sm If the administrator failsto create the unit exp- a: r un2005@smand add it
to the unit group exp- a- cond, the fall-back poolswill be used eventually.

The Partition Manager

The partition manager defines one or more load balancing policies. Whereas the PSU produces a
prioritized set of candidate pools using a collection of rules defined by the administrator, the load
balancing policy determines the specific pool to use. It is aso the load balancing policy that determines
when to fall back to lesser prirority links, or when to trigger creation of additional copies of afile.

Since the load balancing policy and parameters are defined per partition, understanding the partition
manager is essential to tuning load balancing. This does not imply that one has to partition the dCache
instance. It is perfectly valid to use a single partition for the compl ete instance.
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This section documents the use of the partition manager, how to create partitions, set parameters and
how to associate links with partitions. In the following sections the available partition types and their
configuration parameters are described.

Overview

There are various parameters that affect the load balancing policy. Some of them are generic and
apply to any load balancing policy, but many are specific to a particular policy. To avoid limiting the
complete dCache instance to a single configuration, the choice of load balancing policy and the various
parameters apply to partitions of theinstance. The load bal ancing algorithm and the avail abl e parameters
is determined by the partition type.

Each PSU link can be associated with a different partion and the policy and parameters of that partition
will be used to choose a pool from the set of candidate pools. The only partition that exists without being
explicitly created isthe partition called def aul t . Thispartitionisused by all linksthat do not explicitly
identify a partition. Other partitions can be created or modified as needed.

The def aul t partition has a hard-coded partition type called cl assi c. This type implements the
one load balancing policy that was available in dCache before version 2.0. Thecl assi ¢ partition type
is described later. Other partitions have one of a number of available types. The system is pluggable,
meaning that third party plugins can be loaded at runtime and add additional partition types, thus
providing the ultimate control over load balancing in dCache. Documentation on how to develop plugins
is beyond the scope of this chapter.

To ease the management of partition parameters, a common set of shared parameters can be defined
outside al partitions. Any parameter not explicitly set on a partition inherits the value from the common
set. If not defined in the common set, a default value determined by the partition type is used. Currently,
the common set of parameters happens to be the same as the parameters of the def aul t partition,
however thisis only due to compatibility constraints and may changein future versions.

Managing Partitions

For each partition you can choose the load balancing policy. You do this by chosing the type of the
partition.

Currently four different partition types are supported:

cl assi c:
This is the pool selection algorithm used in the versions of dCache prior to version 2. 0. See the
section called “Classic Partitions’ for adetailed description.

random
This pool selection algorithm selects a pool randomly from the set of available pools.

| ru:
This pool selection algorithm selects the pool that has not been used the longest.

wass:
This pool selection algorithm selects pools randomly weighted by available space, while
incorporating age and amount of garbage collectible files and information about |oad.

This is the partition type of the default partition. See How to Pick a Pool [http://www.dcache.org/
articles/wass.html] for more details.

Commands related to dCache partitioning:
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s pmtypes
Lists available partition types. New partition types can be added through plugins.

e pmcreate [-type=<partitionType>]<partitionNane>
Creates anew partition. If no partition type is specified, then awass partition is created.

e pm set [<partitionNane>]-<paranet er Nane> =<val ue>|off
Sets a parameter <par amet er Nane> to anew value.

If <partitionNane> isomitted, the common shared set of parametersis updated. The value is
used by any partition for which the parameter is not explicitly set.

If aparameter isset to of f then this parameter isno longer defined and isinherited from the common
shared set of parameters, or apartition type specific default valueisused if the parameter isnot defined
in the common s&t.

e pmls|[-l] [€spartitionNane>]
Listsasingleor al partitions, including the type of each partition. If apartition name or the- | option
are used, then the partition parameters are shown too. Inherited and default values are identified as
such.

e pmdestroy <partitionName>
Removes a partition from dCache. Any links configured to use this partition will fall back to the
def aul t partition.

Using Partitions

A partition, so far, isjust a set of parameters which may or may not differ from the default set. To let a
partition relate to a part of the dCache, links are used. Each link may be assigned to exactly one partition.
If not set, or the assigned partition doesn't exist, the link defaultsto the def aul t partition.

psu set |ink][<linkNanme>]-section=<partitionNane>[<other-options>.]

Whenever thislink is chosen for pool selection, the associated parameters of the assigned partition will
become active for further processing.

Warning

Depending on the way links are setup it may very well happen that more than just one link is
triggered for aparticular dCacherequest. Thisisnot illegal but leadsto an ambiguity in selecting
an appropriate dCache partition. If only one of the selected links has a partition assigned,
this partition is chosen. Otherwise, if different links point to different partitions, the result is
indeterminate. Thisissueis not yet solved and we recommend to clean up the pool manager

configuration to eliminate links with the same preferences for the same type of requests.

IntheWeb Interface you can find aweb pagelisting partitionsand moreinformation. Y ouwill find apage
summarizing the partition status of the system. Thisis essentially the output of the command pm Is-I.

Example:
For your dCacheondcache. exanpl e. or g the addressis

htt p://dcache. exanpl e. or g: 2288/ pool | nf o/ par anet er Handl er/ set/
matrix/*
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Examples

For the subsequent examples we assume abasic pool manager setup:

Example:

#

# define the units

#

psu create unit -protocol *[*

psu create unit -protocol xroot d/ *

psu create unit -net 0.0.0.0/0.0.0.0
psu create unit -net 131.169. 0. 0/ 255. 255. 0.0
psu create unit -store @

#

# define unit groups

#

psu create ugroup any-protoco
psu create ugroup any-store
psu create ugroup world-net
psu create ugroup xrootd

#

psu addto ugroup any-protocol */*

psu addto ugroup any-store @

psu addt o ugroup worl d-net 0.0.0.0/0.0.0.0

psu addto ugroup desy-net 131.169. 0. 0/ 255. 255. 0. 0
psu addto ugroup xrootd xr oot d/ *

#

# define the pools

#

psu create pool pooll
psu create pool pool 2
psu create pool pool 3
psu create pool pool 4

#

# define the pool groups

#

psu create pgroup default-pools

psu create pgroup special -pools

#

psu addto pgroup default-pools pooll
psu addto pgroup default-pools pool 2
#

psu addto pgroup special -pools pool 3
psu addto pgroup special -pool s pool 4
#

Disallowing pool to pool transfers for special pool groups based on the
access protocol

For a special set of pools, where we only alow the xr oot d protocol, we don’t want the datasets to be
replicated on high load while for the rest of the pools we alow replication on hot spot detection.

Example:

#

pm create xrootd-section

#

pm set default -p2p=0. 4

pm set xrootd-section -p2p=0.0

#

psu create link default-Iink any-protocol any-store world-net

psu add link default-1ink default-pools

psu set link default-1ink -readpref=10 -cachepref=10 -witepref=0
#

psu create |ink xrootd-1ink xrootd any-store worl d-net

psu add l'ink xrootd-1ink special-pools

psu set link xrootd-1ink -readpref=10 -cachepref=10 -witepref=0
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psu set link xrootd-link -section=xrootd-section
#

Choosing pools randomly for incoming traffic only

For a set of poolswe select pools following the default setting of cpu and space related cost factors. For
incoming traffic from outside, though, we select the same poals, but in a randomly distributed fashion.
Please note that thisis not really a physical partitioning of the dCache system, but rather a virtual one,
applied to the same set of pools.

Example:

#

pm create inconing-section

#

pm set default -cpucost factor=0.2 -spacecostfactor=1.0

pm set incom ng-section -cpucostfactor=0.0 -spacecostfactor=0.0

#

psu create link default-Iink any-protocol any-store desy-net

psu add link default-1ink default-pools

psu set link default-1ink -readpref=10 -cachepref=10 -witepref=10
#

psu create link default-Iink any-protocol any-store world-net

psu add link default-1ink default-pools

psu set link default-1ink -readpref=10 -cachepref=10 -witepref=0
#

psu create link incom ng-1ink any-protocol any-store world-net

psu add l'ink incom ng-1ink default-pools

psu set link incom ng-1link -readpref=10 -cachepref=10 -witepref=10
psu set link incom ng-1ink -section=incom ng-section

#

Classic Partitions

Thecl assi ¢ partition type implements the load balancing policy known from dCache rel eases before
version 2.0. This partition typeis still the default. This section describes this load balancing policy and
the available configuration parameters.

Example:

To create a classic partition use the command: pm create -type=classic <partiti onNane>

Load Balancing Policy

From the allowabl e pool s as determined by the pool selection unit, the pool manager determines the pool
used for storing or reading a file by calculating a cost value for each pool. The pool with the lowest
cost is used.

If aclient requeststo read afile which is stored on more than one allowabl e pool, the performance costs
are calculated for these pools. In short, this cost val ue describes how much the pool is currently occupied
with transfers.

If apool has to be selected for storing afile, which is either written by a client or restored from a tape
backend, this performance cost is combined with a space cost value to atotal cost value for the decision.
The space cost describes how much it “hurts’ to free space on the pool for thefile.

The cost module is responsible for calculating the cost values for al pools. The pools regularly send all
necessary information about space usage and request queue lengthsto the cost module. It can beregarded
as acache for al thisinformation. This way it is not necessary to send “get cost” requests to the pools
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for each client request. The cost module interpol ates the expected costs until a new precise information
package is coming from the pools. This mechanism prevents clumping of requests.

Calculating the cost for adatatransfer isdonein two steps. First, the cost module merges al information
about space and transfer queues of the pools to calculate the performance and space costs separately.
Second, in the case of a write or stage reguest, these two numbers are merged to build the total cost
for each pool. The first step is isolated within a separate loadable class. The second step is done by the
partition.

The Performance Cost

Theload of apooal isdetermined by comparing the current number of active and waiting transfersto the
maximum number of concurrent transfers allowed. Thisis done separately for each of the transfer types
(store, restore, pool-to-pooal client, pool-to-pool server, and client request) with the following equation:

perfCost(per Type) = ( activeTransfers + waitingTransfers) / maxAllowed .

The maximum number of concurrent transfers (maxAllowed) can be configured with the commands st
set max active (store), rh set max active (restore), mover set max active (client request), mover set
max active -queue=p2p (pool-to-pool server), and pp set max active (pool-to-pool client).

Then the average is taken for each mover type where maxAllowed is not zero. For a pool where store,
restore and client transfers are allowed, e.g.,

perfCost(total) = ( perfCost(store) + perf Cost(restore) + perfCost(client) ) / 3,
and for aread only pool:
perfCost(total) = ( perfCost(restore) + perfCost(client) ) / 2.

For awell balanced system, the performance cost should not exceed 1.0.

The Space Cost

In this section only the new scheme for calculating the space cost will be described. Be aware, that the
old scheme will be used if the breakeven parameter of apool islarger or equal 1.0.

The cost value used for determining a pool for storing afile depends either on the free space on the pool
or on the age of the least recently used (LRU) file, which whould have to be del eted.

The space cost is calculated as follows:

If freeSpace > gapPara then spaceCost = 3 * newFileSze/ freeSpace

If freeSpace<= gapPara and IruAge< 60 then spaceCost = 1+ costForMinute

If freepace<=gapPara and IruAge>= 60 then spaceCost = 1+ costForMinute* 60/
IruAge

where the variable names have the following meanings:

freeSpace
The free space | eft on the pool

newFileSze
The size of the file to be written to one of the pools, and at |east 50MB.

IruAge
The age of the least recently used file on the pool.
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gapPara
The gap parameter. Default is4 GiB. The size of free space below which it will be assumed that the

pool isfull and consequently the least recently used file hasto be removed. If, on the other hand, the
free space is greater than gapPar a, it will be expensive to store afile on the pool which exceeds
the free space.

It can be set per pool with the set gap command. This has to be done in the pool cell and not in
the pool manager cell. Nevertheless it only influences the cost calculation scheme within the pool
manager and not the bahaviour of the pool itself.

costForMinute
A parameter which fixes the space cost of aone-minute-old LRU fileto (1 + costForMinute). It can
be set with the set breakeven, where

costForMinute = breakeven * 7 * 24 * 60.

|.e. the the space cost of a one-week-old LRU file will be (1 + breakeven). Note again, that all this
only appliesif breakeven < 1.0

The prescription above can be stated alittle differently as follows:

If ‘freeSpace > gapPara ‘then ‘spaceCost = 3* newFileSize/ freeSpace
If ‘freeSpace <= gapPara ‘then ‘spaceCost =1+ breakeven* 7* 24* 60* 60/ IruAge,

wherenewFi | eSi ze isat least 50MB and | r uAge at least one minute.
Rationale

As the last version of the formula suggests, a pool can be in two states: Either freeSpace > gapPara
or freeSpace <= gapPara - either there is free space | eft to store files without deleting cached files or
thereisn't.

Therefore, gapPar a should be around the size of the smallest files which frequently might be written
to the pool. If files smaller than gapPar a appear very seldom or never, the pool might get stuck in the
first of the two cases with a high cost.

If the LRU fileissmaller than the new file, other filesmight haveto be deleted. If these are much younger
than the LRU file, this space cost calculation scheme might not lead to a selection of the optimal pool.
However, in pratice this happens very seldomly and this scheme turns out to be very efficient.

The Total Cost

Thetotal cost isalinear combination of the performance and space cost. |.e. total Cost = ccf * perfCost
+ scf * spaceCost , whereccf and scf are configurable with the command set pool decision. E.g.,

(Pool Manager) admin > set pool decision -spacecostfactor=3 -cpucostfactor=1

will give the space cost three times the weight of the performance cost.

Parameters of Classic Partitions

Classic partitions have a large number of tunable parameters. These parameters are set using the pm
set command.

Example:

To set the space cost factor onthe def aul t partitionto 0. 3, use the following command:
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pm set default -spacecostfactor=0.3
Command Meaning Type
pm set Setsthespace cost fact or for the partition. float
[<parti ti onName>] -
Q)acecostfactor:<scf > The default valueis 1. 0.
pm set Sets the cpu cost factor for the partition. float
[<parti ti onName>] -
cpucostfactor=<ccf > The default valueis 1. 0.
pm set The concept of theidle value will beturned onif <i dl e- |float
[<partitionName>] - val ue>>0. 0.
idle=<i dl e- val ue>
A pool isidleif its performance cost is smaller than the
<i dl e-val ue>. Otherwiseitisnot idle.
If one or more pools that satisfy the read request are
idle then only one of them is chosen for a particular file
irrespective of total cost. I.e. if the samefileis requested
more than once it will always be taken from the same poal.
This allowes the copies on the other pools to age and be
garbage collected.
The default valueis 0. 0, which disables this feature.
pm set Sets the static replication threshold for the partition. float
[<parti ti onName>] -
p2p=<p2p- val ue> If the performance cost on the best pool exceeds <p2p-
val ue> and thevauefor <sl ope>=0. 0 then this
pool iscalled hot and a pool to pool replication may be
triggered.
The default valueis 0. 0, which disablesthis feature.
pm set Sets the alert value for the partition. float
[<partitionNane>] -
alert=<val ue> If the best pool’ s performance cost exceeds the p2p value
and the alert value then no pool to pool copy is triggered
and a message will be logged stating that no pool to pool
copy will be made.
The default valueis 0. O, which disables this feature.
pm set Sets the panic cost cut level for the partition. float
[<partitionName>] -
panic=<val ue> If the performance cost of the best pool exceeds the panic
cost cut level the request will fail.
The default valueis 0. 0, which disables this feature.
pm set Sets the fallback cost cut level for the partition. float

[<partiti onName>] -
falback=<val ue>

If the best pool’ s performance cost exceeds the fallback
cost cut level then a pool of the next level will be chosen.
This means for example that instead of choosing a pool
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Command

M eaning

Type

withr eadpr ef =20 apool withr eadpr ef <20 will be
chosen.

The default valueis 0. 0, which disables this feature.

pm set
[<partitionName>] -
slope=<s| ope>

Sets the dynamic replication threshold value for the
partition.

If <sl ope>>0. 01 then the product of best pool’s
performance cost and <s| ope> isused as threshold for
pool to pool replication.

If the performance cost on the best pool exceedsthis
threshold then this pool is called hot.

The default valueis 0. 0, which disables this feature.

float

pm set
[<partiti onName>] -p2p-
alowed=<val ue>

This value can be specified if an HSM is attached to the
dCache.

If apartition has no HSM connected, then this option
is overridden. This means that no matter which valueis
set for p2p- al | owed the pool to pool replication will
aways be alowed.

By setting <val ue> =of f thevauesfor p2p-
al | owed, p2p- oncost andp2p-fortransfer will
take over the value of the default partition.

If <val ue> =yes then pool to pool replication is
allowed.

Asaside effect of setting <val ue> =no the vauesfor
p2p- oncost and p2p-fortransfer will asobeset
to no.

The default valueisyes.

boolean

pm set
[<partiti onName>] -p2p-
oncost=<val ue>

Determines whether pool to pool replication is allowed if
the best pool for aread request is hot.

The default valueis no.

boolean

pm set
[<partiti onName>] -p2p-
fortransfer=<val ue>

If the best pool is hot and the requested file will be copied
either from the hot pool or from tape to another pool, then
the requested file will be read from the pool where it just
had been copied toif <val ue>=yes. If <val ue>=no
then the requested file will be read from the hot pool.

The default valueis no.

boolean

pm set
[<partitionName>] -
stage-allowed=<val ue>

Set the stage allowed valueto yes if atape systemis
connected and to no otherwise.

Asaside effect, setting the value for st age- al | owed to
no changesthe valuefor st age- oncost tono.

boolean
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Command M eaning Type
The default valueis no.

pm set If the best pool is hot, p2p-oncost is disabled and an HSM | boolean

[<partiti onName>] - is connected to a pool then this parameter determines

stage-oncost=<val ue> whether to stage the requested file to a different pool.

The default valueis no.

pm set Sets the maximal number of replicas of onefile. If the integer
[<partitionNanme>]-max- |[maximum isreached no more replicas will be created.
copies=<copi es>

The default valueis500.

Link Groups

The Pool Manager supports a type of objects called link groups. These link groups are used by the
SRMSpacelManager to make reservations against space. Each link group corresponds to a number of
dCache pools in the following way: A link group is a collection of links and each link points to a set
of pools. Each link group knows about the size of its available space, which is the sum of al sizes of
available spacein al the poolsincluded in this link group.

To create anew link group login to the Admin Interface and cd to the Pool Manager .

(local) adnmin > cd Pool Manager

(Pool Manager) admn > psu create |inkG oup <linkgroup>

(Pool Manager) admin > psu addto |inkG oup <linkgroup> <link>
(Pool Manager) admi n > save

With save the changes will be saved to the file /var/lib/dcache/config/
pool manager. conf.

Note

You can also edit thefile/ var /| i b/ dcache/ confi g/ pool manager . conf tocreatea
new link group. Please make sure that it already exists. Otherwise you will haveto createit first
viathe Admin Interface by

(Pool Manager) adm n > save

Edit thefile/ var/ | i b/ dcache/ confi g/ pool manager . conf

psu create |inkGoup <linkgroup>
psu addto |inkGoup <linkgroup> <link>

After editing this file you will have to restart the domain which contains the Pool Manager
cell to apply the changes.

Note
Administrators will have to take care, that no pool is present in more than one link group.

Access latency and retention policy. A space reservation has a retention policy and an access
latency, where retention policy describes the quality of the storage service that will be provided for files
in the space reservation and access latency describes the availability of the files. See the section called
“Properties of Space Reservation” for further details.
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A link group has five boolean properties called replicaAl |l owed, output Al |l owed,
cust odi al Al | owed, onl i neAl | owed and near | i neAl | owed, which determine the access
latencies and retention policies alowed in the link group. The values of these properties (t r ue or
fal se) can be configured via the Admin Interface or directly in the file / var/ | i b/ dcache/
confi g/ pool manager. conf .

For a space reservation to be allowed in alink group, the the retention policy and access latency of the
space reservation must be allowed in the link group.

(Pool Manager) admin
(Pool Manager) admn
(Pool Manager) admin
(Pool Manager) admn
(Pool Manager) admin

| mportant

>
>
>
>
>

psu
psu
psu
psu
psu

set
set
set
set
set

i nkGroup
i nkGroup
i nkGroup
i nkGroup
i nkGroup

custodi al Al'l owed <l inkgroup> <true|fal se>
out put Al l owed <l inkgroup> <true|fal se>
replicaAl | owed <linkgroup> <true|fal se>
onlineAll owed <l inkgroup> <true|fal se>
nearlineAl lowed <linkgroup> <true|false>

It is up to the administrator to ensure that the link groups’ properties are specified correctly.

For example dCache will not complain if alink group that does not support a tape backend will
be declared as one that supportscust odi al files.

Itisessential that spacein alink group ishomogeneouswith respect to accesslatencies, retention
policies and storage groups accepted. Otherwise space reservations cannot be guaranteed. For
instance, if only a subset of pools accessible through a link group support custodial files, there
is no guarantee that a custodial space reservation created within the link group will fit on those

pools.




Chapter 8. The dCache Tertiary
Storage System Interface

Introduction

One of the features dCache providesisthe ability to migrate filesfrom its disk repository to one or more
connected Tertiary Storage Systems (TSS) and to move them back to disk when necessary. Although
the interface between dCache and the TSSis kept simple, dCache assumesto interact with an intelligent
TSS. dCache does not drive tape robots or tape drives by itself. More detail ed requirementsto the storage
system are described in one of the subsequent paragraphs.

Scope of this chapter

This document describes how to enable astandard dCache installation to interact with a Tertiary Storage
System. In this description we assume that

 every dCache disk pool is connected to only one TSS instance.

« all dCache disk pools are connected to the same TSS instance.

« the dCache instance has not yet been popul ated with data, or only with a negligible amount of files.
In general, not all pools need to be configured to interact with the same Tertiary Storage System or with

a storage system at al. Furthermore pools can be configured to have more than one Tertiary Storage
System attached, but all those cases are not in the scope of the document.

Requirements for a Tertiary Storage
System

dCache can only drive intelligent Tertiary Storage Systems. This essentially means that tape robot and
tape drive operations must be done by the TSS itself and that there is some simple way to abstract the
file PUT, GET and REMOVE operation.

Migrating Tertiary Storage Systems with afile
system interface.

Most migrating storage systems provide a regular POSIX file system interface. Based on rules, datais
migrated from primary to tertiary storage (mostly tape systems). Examplesfor migrating storage systems
are:

o HPSS [http://www.hpss-collaboration.org/] (High Performance Storage System)

« DMF [http://www.sgi.com/products/storage/software/dmf.html] (Data Migration Facility)
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Tertiary Storage Systems with a minimalistic PUT,
CET and REMOVE interface

Some tape systems provide a simple PUT, GET, REMOVE interface. Typically, a copy-like application
writes a disk file into the TSS and returns an identifier which uniquely identifies the written file within
the Tertiary Storage System. The identifier is sufficient to get the file back to disk or to remove the file
from the TSS. Examples are:

e OSM [http://www.gstar.com/qgstar-products/gstar-object-storage-manager] (Object Storage Manager)

 Enstore [http://www-ccf.fnal .gov/enstore/] (FERMIlab)

How dCache interacts with a Tertiary
Storage System

Whenever dCache decides to copy afile from disk to tertiary storage a user-provided execut abl e
which can be either a script or a binary is automatically started on the pool where the file is located.
That execut abl e is expected to write the file into the Backend Storage System and to return a URI,
uniquely identifying the file within that storage system. The format of the URI as well as the arguments
to the execut abl e, are described later in this document. The unique part of the URI can either be
provided by the storage element, in return of the STORE FI LE operation, or can be taken from dCache.
A non-error return code from the execut abl e lets dCache assume that the file has been successfully
stored and, depending on the properties of the file, dCache can decide to remove the disk copy if space
is running short on that pool. On a non-zero return from the execut abl e, the file doesn’t change its
state and the operation is retried or an error flag is set on the file, depending on the error return code
fromtheexecut abl e.

If dCache needs to restore a file to disk the same execut abl e is launched with a different set of
arguments, including the URI, provided when the file was written to tape. It isin the responsibility of the
execut abl e tofetch the file back from tape based on the provided URI and to return O if the FETCH
FI LE operation was successful or non-zero otherwise. In case of afailure the pool retries the operation
or dCache decidesto fetch the file from tape using a different pool.

Details on the TSS-support execut abl e

Summary of command line options

This part explains the syntax of calling theexecut abl e that supports STORE FI LE, FETCH FI LE
and REMOVE FI LE operations.

put <pnf sl D><fil ename>-si=<st or age- i nf or mati on>[<ot her - opti ons>..]

get <pnfsID> <filename> -si=<storage-information> -uri=<storage-uri>
[<ot her - opti ons>..]

renpve -uri=<st or age- uri > [<ot her - opti ons>..]
e put/ get / remove: these keywords indicate the operation to be performed.

e put: copy filefrom disk to TSS.

66


http://www.qstar.com/qstar-products/qstar-object-storage-manager
http://www.qstar.com/qstar-products/qstar-object-storage-manager
http://www-ccf.fnal.gov/enstore/
http://www-ccf.fnal.gov/enstore/

The dCache Tertiary
Storage System Interface

* get: copy file back from TSSto disk.
* remove: remove thefile from TSS.

<pnf sl D>: The internal identifier (i-node) of the file within dCache. The <pnf sl D> is unique
within a single dCache instance and globally unique with avery high probability.

<fi | enanme>:isthefull path of thelocal fileto be copied to the TSS (for put) and respectively into
which the file from the TSS should be copied (for get).

<st orage-i nf or mat i on>: the storage information of the file, as explained below.

<st or age- ur i >: the URI, which was returned by the execut abl e, after the file was written to
tertiary storage. In order to get the file back from the TSS the information of the URI is preferred over
theinformationinthe <st or age- i nf or mati on>.

<ot her - opti ons>; -<key> = <val ue> pairs taken from the TSS configuration commands of
the pool 'setup’ file. One of the options, always provided isthe option -command=<f ul | pat h of
thi s execut abl e>.

Storage Information

The<st orage-i nf ormat i on>isastring in the format

- si =si ze=<byt es>; new=<t rue/ f al se>; st ored=<true/ f al se>; sO ass=<St or aged ass>; \
cCl assO<CacheC ass>; hsn¥<St or ageType>; <key>=<val ue>; [ <key>=<val ue>;[...]]

Example:

- si =si ze=1048576000; new=t r ue; st or ed=f al se; sd ass=desy: cns-sc3; cC ass=-; hsmrosm Host =desy;

Mandatory storage information’s keys

<si ze>: Size of thefilein bytes

<new>: Falseif file already in the dCache; True otherwise

<st or ed>: Trueif file aready stored in the TSS; False otherwise

<sCl ass>: HSM depended, is used by the pool nmanager for pool attraction.

<cCl ass>: Parent directory tag (cacheClass). Used by the pool nanager for pool attraction. May
be -

<hsne: Storage manager name (enstore/osm). Can be overwritten by the parent directory tag
(hsmType).

OSM specific storage information’s keys

<gr oup>: The storage group of the file to be stored as specified in the ".(tag)(sGroup)" tag of the
parent directory of thefile to be stored.

<st or e>: The store name of the file to be stored as specified in the ".(tag)(OSMTemplate)" tag of
the parent directory of thefile to be stored.
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« <bfi d>: BitfileID (get and remove only) (e.g. 000451243.2542452542.25424524)

Enstor e specific storage information’s keys
e <gr oup>: The storage group (e.g. cdf, cms...)

o <fam | y>: Thefilefamily (e.g. sgi2test, hénxI8, ...)

<bf i d>: Bitfile ID (get only) (e.g. BOM S105746894100000)
» <vol unme>: Tape Volume (get only) (e.g. IA6912)
e <| ocat i on>: Location on tape (get only) (e.g. : 0000_000000000_0000117)

There might be more key values pairs which are used by the dCache internally and which should not
affect the behaviour of theexecut abl e.

Storage URI

The<st or age- ur i > isformatted as follows:

hsnilype: // hsm nst ance/ ?st or e=<st or enane>&gr oup=<gr oupnane>&bfi d=<bfi d>
» <hsmlype>: Thetype of the Tertiary Storage System

* <hsm nst ance>: The name of theinstance

e <storenane> and <gr oupnane> : The store and group name of the file as provided by the
argumentsto thisexecut abl e.

e <bfi d>: Theuniqueidentifier needed to restore or remove the file if necessary.

Example:

A storage-uri:

osm //osm ?st or e=sql &r oup=chi ner a&bf i d=3434. 0. 994. 1188400818542

Summary of return codes

Return Code Meaning Behaviour for PUT Behaviour for GET
FILE FILE
30<=rc<40 User defined Deactivates request Reports problem to

pool manager

41 No space left on device |Pooal retries Disables pool and
reports problem to
pool nanager

42 Disk read 1/0O error Pool retries Disables pool and
reports problem to
pool manager

43 Disk write I/O error Pool retries Disables pool and
reports problem to
pool manager
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Return Code Meaning Behaviour for PUT Behaviour for GET
FILE FILE
other - Pool retries Reports problem to
pool nanager

The execut abl e and the STORE FI LE operation

Whenever adisk file needsto be copied to a Tertiary Storage System dCache automatically launches an
execut abl e on the pool containing the file to be copied. Exactly one instance of the execut abl e
is started for each file. Multiple instances of the execut abl e may run concurrently for different files.
The maximum number of concurrent instances of the execut abl es per pool aswell as the full path
of theexecut abl e can be configured in the ’setup’ file of the pool as described in the section called
“The pool ’setup’ file".

The following arguments are given to the execut abl e of aSTORE FI LE operation on startup.

put <pnfsl D><fil enane>-d=<st orage-i nformati on><nore opti ons>
Details on the meaning of certain arguments are described in the section called “ Summary of command
line options’.

With the arguments provided the execut abl e is supposed to copy the file into the Tertiary Storage
System. The execut abl e must not terminate before the transfer of the file was either successful or
failed.

Success must be indicated by a 0 return of the execut abl e. All non-zero values are interpreted as a
failure which means, dCache assumes that the file has not been copied to tape.

In case of a0 return code the execut abl e hasto return avalid storage URI to dCache in formate:

hsnType: // hsm nst ance/ ?st or e=<st or enane>&gr oup=<gr oupnane>&bf i d=<bfi d>
Details on the meaning of certain parameters are described above.

The<bf i d> can either be provided by the TSS asresult of the STORE FI LE operation or thepnf sI D
may be used. The latter assumes that the file has to be stored with exactly that pnf s1 Dwithin the TSS.
Whatever URI is chosen, it must allow to uniquely identify the file within the Tertiary Storage System.

Note

Only the URI must be printed to stdout by the execut abl e. Additional information printed
either before or after the URI will result in an error. stderr can be used for additional debug
information or error messages.

The execut abl e and the FETCH FI LE operation

Whenever adisk file needsto berestored from a Tertiary Storage System dCache automatically launches
anexecut abl e onthepool containing thefileto be copied. Exactly oneinstance of theexecut abl e
is started for each file. Multiple instances of the execut abl e may run concurrently for different files.
The maximum number of concurrent instances of the execut abl e per pool as well as the full path
of theexecut abl e can be configured in the ’setup’ file of the pool as described in the section called
“The pool ’setup’ file".

The following arguments are given to the execut abl e of aFETCH FI LE operation on startup:
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get <pnfsl D> <fil enanme> -si=<st or age-i nf or mati on> -uri=<st or age- uri > <nor e
opti ons>

Details on the meaning of certain arguments are described in the section called “ Summary of command
line options”. For return codes see the section called “ Summary of return codes’.

The execut abl e and the REMOVE FI LE operation

Whenever afileisremoved from the dCache namespace (file system) aprocessinside dCache makes sure
that all copiesof thefileareremoved from all internal and external media. The pool whichisconnected to
the TSSwhich stores thefile is activating the execut abl e with the following command line options:

renove -uri=<st orage-uri ><nmore options>
Details on the meaning of certain arguments are described in the section called “ Summary of command
line options”. For return codes see the section called “ Summary of return codes’.

Theexecut abl e issupposed to remove the file from the TSS and report a zero return code. If anon-
zero error code is returned, the dCache will call the script again at alater point in time.

Configuring pools to interact with a
Tertiary Storage System

The execut abl e interacting with the Tertiary Storage System (TSS), as described in the chapter
above, has to be provided to dCache on all pools connected to the TSS. The execut abl e, either a
script or abinary, hasto be made “executable” for the user, dCache is running as, on that host.

The following files have to be modified to alow dCache to interact with the TSS.

The/var/1i b/ dcache/ confi g/ pool manager. conf file(one per system)

The pool layout file (one per pool host)

The pool 'setup’ file (one per pool)
» The namespaceDomain layout file (one per system)

After the layout files and the various ’'setup’ files have been corrected, the following domains have to
be restarted :

* pool services
» dCacheDomain

* namespaceDomain

The dCache layout files

The/var/1i b/ dcache/ confi g/ pool manager. conf file

To be able to read a file from the tape in case the cached file has been deleted from all pools, enable
the restore-option. The best way to do thisisto log in to the Admin Interface and run the following
commands:
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[ exanpl e. dcache. org] (local) adm n > cd Pool Manager
[ exanpl e. dcache. org] (Pool Manager) adnmin > pm set -stage-all owed=yes
[ exanpl e. dcache. org] (Pool Manager) admin > save

A restart of thedCacheDomai n isnot necessary in this case.

Alternatively, if the file/ var /1 i b/ dcache/ confi g/ pool manager . conf aready exists then
you can add the entry

pm set -stage all owed=yes

and restart the dCacheDonmai n.

Warning
Donot createthefile/ var/ | i b/ dcache/ confi g/ pool manager . conf withthissingle
entry! Thiswill result in an error.

The pool layout

The dCache layout file must be modified for each pool node connectedto aTSS. If your pool nodes have
been configured correctly to work without TSS, you will find the entry | f s=pr eci ous in the layout
file (that is located in / et ¢/ dcache/ | ayout s and in the file / et c/ dcache/ dcache. conf
respectively) for each pool service. Thisentry is adisk-only-option and has to be removed for each pool
which should be connected to a TSS. Thiswill default thel f s parameter to hs mwhich is exactly what
we need.

The pool 'setup’ file

The pool ’setup’ file is the file $pool HomeDi r / $pool Nane/ set up. It mainly defines 3 details
related to TSS connectivity.

* Pointer to the execut abl e which islaunched on storing and fetching files.
* The maximum number of concurrent STORE FI LE requests allowed per pool.
» The maximum number of concurrent FETCH FI LE requests allowed per pool.

Definethe execut abl e and Set the maximum number of concurrent PUT and GET operations.
hsm set <hsnilype> [ <hsm nstanceNane>] [-comrand=</path/to/executabl e>] [-key=<val ue>]

#

# PUT operations

# set the maxi mum nunber of active PUT operations >= 1
#

st set max active <nunber O Concurrent PUTS>

#

# GET operations

# set the maxi mum nunber of active CET operations >= 1
#

rh set max active <nunber Of Concurrent GETs>

e <hsmlype>: thetype ot the TSS system. Must be set to “osm” for basic setups.
e <hsm nst anceNane>: theinstance name of the TSS system. Must be set to “ osm” for basic setups.

e </ pat h/tol execut abl e>:thefull pathtotheexecut abl e which should belaunched for each
TSS operation.
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Setting the maximum number of concurrent PUT and GET operations.

Both numbers must be non zero to allow the pool to perform transfers.

Example:

We provide a script to simulate a connection to a TSS. To use this script place it in the directory /
usr/ shar e/ dcache/ | i b, and create adirectory to simulate the base of the TSS.

[root] # nkdir -p /hsniTape/data

Login to the Admin Interface to change the entry of the pool *setup’ file for a pool hamed pool 1.

(local) adnmin > cd pool _1

(pool _1) adnin hsm set osm osm

(pool _1) admnin hsm set osm - commrand=/ usr/shar e/ dcache/ i b/ hsnscri pt. sh
(pool _1) adnin hsm set osm - hsnBase=/ hsniTape

(pool _1) admin st set max active 5

(pool _1) adnin rh set max active 5

>
>
>
>
>
(pool _1) admin > save

The namespace layout
In order to allow dCache to remove files from attached TSSes, the “ cleaner.enable.hsm = true” must be
added immediately underneath the [namespaceDomain/cleaner] service declaration:
[ namespaceDonai n]
. other services ...
[ namespaceDonai n/ cl eaner]

cl eaner. enabl e. hsm = true
. nore ...

What happens next

After restarting the necessary dCache domains, pools, already containing files, will start transferring
them into the TSS as those files only have a disk copy so far. The number of transfersis determined by
the configuration in the pool ' setup’ file as described above in the section called “ The pool ’setup’ file”.

How to Store-/Restore files via the Admin
Interface

In order to see the state of files within a pool, login into the pool in the admin interface and run the
command rep Is.

[ exanpl e. dcache. org] (<pool nane>) admin > rep |s

The output will have the following format:

PNFSI D <MODE- BI TS( LOCK- TI ME) [ OPEN- COUNT] > SI ZE si ={ STORAGE- CLASS}
e PNFSID: The pnf sID of thefile

* MODE-BITS:

L
NRRRARRRRN
+- -

CPCScs RDXE
I
FEEEEETTT

(L) File is locked (currently in use)
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[||+--- (E) Fileis in error state

||+---- (X) File is pinned (aka "sticky")

| +----- (D) File is in process of being destroyed

RS EYets (R File is in process of being renoved

Fommmm - (s) File sends data to back end store

S LT (c) File sends data to client (dCap, FTP...)
e o (S) File receives data fromback end store

S === (C) File receives data fromclient (dCap, FTP)
----------- (P) File is precious, i.e., it is only on disk
e (C) File is on tape and only cached on di sk.

 LOCK-TIME: The number of milli-seconds this file will still be locked. Please note that thisis an
internal lock and not the pin-time (SRM).

* OPEN-COUNT: Number of clients currently reading thisfile.
* SIZE: Filesize

» STORAGE-CLASS: The storage class of thisfile.

Example:

[ exanpl e. dcache. org] (pool _1) admin > rep Is

00008F276A952099472FAD619548F47EF972 <-P--------- L(0)[0] > 291910 si ={dt eam STATI C}
00002A9282C2D7A147C68A327208173B81A6 <-P--------- L(0)[ 0] > 2011264 si ={dt eam STATI C}
O000OEE298D5BF6BB4867968B88AE16BA86B0 <C---------- L(0)[0] > 1976 si={dteam STATI C}

Inorder to f | ush afileto the tape run the command flush pnfsid.

[ exanpl e. dcache. org] (<pool name>) admn > flush pnfsid <pnfsid>

Example:

[ exanpl e. dcache. org] (pool _1) admin > flush pnfsid 00002A9282C2D7A147C68A327208173B81A6
Fl ush Initiated

A file that has been flushed to tape getsthe flag 'C'.

Example:

[ exanpl e. dcache. org] (pool _1) admin > rep Is

00008F276A952099472FAD619548F47EF972 <-P--------- L(0)[ 0] > 291910 si ={dteam STATI C}
00002A9282C2D7A147C68A327208173B81A6 <C---------- L(0)[ 0] > 2011264 si ={dt eam STATI C}
0000EE298D5BF6BB4867968B88AE16BA86B0 <C---------- L(0)[0] > 1976 si ={dt eam STATI C}

To remove such afile from the repository run the command rep rm.

[ exanpl e. dcache. org] (<pool nanme>) admin > rep rm <pnfsi d>

Example:

[ exanpl e. dcache. org] (pool _1) adnin > rep rm 00002A9282C2D7A147C68A327208173B81A6
Renmoved 00002A9282C2D7A147C68A327208173B81A6

In this case the file will be restored when requested.

Tor est or e afilefrom the tape you can simply request it by initializing areading transfer or you can
fetch it by running the command rh restore.

73



The dCache Tertiary
Storage System Interface

[ exanpl e. dcache. org] (<pool nane>) admin > rh restore [-block] <pnfsid>

Example:

[ exanpl e. dcache. org] (pool _1) adnmin > rh restore 00002A9282C2D7A147C68A327208173B81A6
Fetch request queued

How to monitor what’s going on

Thissection briefly describesthe commands and mechanismsto monitor the TSSPUT, GET and REMOVE
operations. dCache provides a configurable logging facility and a Command Line Admin Interface to
guery and manipulate transfer and waiting queues.

Log Files

By default dCache is configured to only log information if something unexpected happens. However,
to get familiar with Tertiary Storage System interactions you might be interested in more details. This
section provides advice on how to obtain this kind of information.

The execut abl e log file

Since you provide the execut abl e, interfacing dCache and the TSS, it isin your responsibility to
ensure sufficient logging information to be able to trace possible problems with either dCache or the
TSS. Each request should be printed with the full set of parametersit receives, together with atimestamp.
Furthermore information returned to dCache should be reported.

dCache log files in general

In dCache, each domain (e.g. dCacheDomai n, <pool >Domai n etc) prints logging information into
its own log file named after the domain. The location of those log files it typicaly the / var /| og
or / var /1 og/ dCache directory depending on the individual configuration. In the default logging
setup only errors are reported. This behavior can be changed by either modifying / et ¢/ dcache/
| ogback. xm or using thedCache CLI toincreasethelog level of particular components as described
below.

Increase the dCache log level by changes in / et c/ dcache/
| ogback. xm

If you intend to increase the log level of all components on a particular host you would need to change
the/ et ¢/ dcache/ | ogback. xm file as described below. dCache components need to be restarted
to activate the changes.

<t hr eshol d>
<appender >st dout </ appender >
<l ogger >r oot </ | ogger >
<l evel >war n</| evel >
</t hreshol d>

needs to be changed to

<t hr eshol d>
<appender >st dout </ appender >
<l ogger >r oot </ | ogger >
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<l evel >i nf o</ | evel >
</ threshol d>

| mportant

The change might result in asignificant increasein log messages. So don’t forget to change back
before starting production operation. The next section describes how to change the log level in
arunning system.

Increase the dCache log level via the Command Line Admin Interface

Example:

Login into the dCache Command Line Admin Interface and increase the log level of a particular
service, for instance for the pool manager service:

[ exanpl e. dcache. org] (local) adm n > cd Pool Manager
[ exanpl e. dcache. org] (Pool Manager) admin > [ og set stdout ROOT | NFO
[ exanpl e. dcache. org] (Pool Manager) admin > log Is
st dout :
ROOT=I NFO
dng. cel | s. nucl eus=WARN*
| ogger. org. dcache. cel | s. nessages=ERROR*

Obtain information via the dCache Command Line
Admin Interface

The dCache Command Line Admin Interface gives access to information describing the process of
storing and fetching files to and from the TSS, asthere are:

The Pool Manager Restore Queue. A list of all requests which have been issued to all pools for a
FETCH FI LE operation from the TSS (rcls)

The Pool Collector Queue. A list of files, per pool and storage group, which will be scheduled for a
STORE FI LE operation as soon as the configured trigger criteria match.

The Pool STORE FI LE Queue. A list of files per pool, scheduled for the STORE FI LE operation.
A configurable amount of requests within this queue are active, which is equivalent to the number of
concurrent store processes, the rest is inactive, waiting to become active.

The Pool FETCH FI LE Queue. A list of files per pool, scheduled for the FETCH FI LE operation.
A configurable amount of requests within this queue are active, which is equivalent to the number of
concurrent fetch processes, the rest is inactive, waiting to become active.

For evaluation purposes, the pinboard of each component can be used to track down dCache behavior.
The pinboard only keeps the most recent 200 lines of log information but reports not only errors but
informational messages aswell.

Example:

Check the pinboard of a service, herethe pool manager service.

[ exanpl e. dcache. org] (local) admin > cd Pool Manager
[ exanpl e. dcache. org] (Pool Manager) admi n > show pi nboard 100
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08.30.45 [Thread-7] [pool_1 Pool Manager Pool Up] sendPool St at usRel ay:
08.30.59 [witeHandl er] [ NFSv41l-dcachet ogo Pool Myr Sel ect Wit ePoo

Example:

The Pool Manager Restore Queue. Remove the file t est.root with the pnfs-ID
00002A9282C2D7A147C68A327208173B81A6.

[ exanpl e. dcache. org] (pool _1) adnin > rep rm 00002A9282C2D7A147C68A327208173B81A6

Request thefilet est . r oot

[user] $ dccp dcap://exanpl e. dcache. org:/data/test.root test.root

Check the Pool Manager Restore Queue:

[exanpl e. dcache. org] (local) admin > cd Pool Manager

[ exanpl e. dcache. org] (Pool Manager) adnin > rc Is

0000AB1260F474554142BA976D0ADAF78CEC@. 0. 0. 0/ 0. 0. 0. 0-*/* mel r=0 [pool _1] [Stagi ng 08.15
17:52:16] {0,}

Example:

The Pool Collector Queue.

[ exanpl e. dcache. org] (local) admin > cd pool _1
[ exanpl e. dcache. org] (pool _1) admin > queue |s -1 queue
Nane: chi mer a: al pha
Class@ism chinera: al pha@sm
Expiration rest/defined: -39 / 0 seconds
Pendi ng rest/defined: 1/ 0
Si ze rest/defined: 877480 / 0O
Active Store Procs. 0
00001BC6D76570A74534969FD72220C31D5D

[ exanpl e. dcache. org] (pool _1) admin > flush |s

Cl ass Active Error Last/mn Requests Fai | ed
dt eam STATI C@sm 0 0 0 1 0
Example:

The pool STORE FI LE Queue.

[ exanpl e. dcache. org] (local) admn > cd pool _1
[ exanpl e. dcache. org] (pool _1) admin > st Is
O000OEC3A4BFCABE14755AE4E3B5639B155F9 1 Fri Aug 12 15:35:58 CEST 2011

Example:

The pool FETCH FI LE Queue.

[ exanpl e. dcache. org] (local) admin > cd pool _1
[ exanpl e. dcache. org] (pool _1) admin > rhls
0000B56B7AFE71C14BDA9426BBF1384CA4B0 O Fri Aug 12 15:38:33 CEST 2011

To check the repository on the pools run the command rep Is that is described in the beginning of the
section called “How to Store-/Restore files viathe Admin Interface”.
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Example of an execut abl e to simulate a
tape backend

Example:

#!'/ bi n/ sh

#

#set -x

#

| ogFi |l e=/tnp/ hsm | og
#

BRAHHHHH AR

#
# Some hel per functions
#
e
#
# print usage
#
usage() {
echo "Usage : put|get <pnfsld> <filePath> [-si=<storagelnfo>] [-key[=value] ...]" 1>&
}
B
#
#
printout() {
ISR TSP
echo "$pnfsid : $1" >>${l ogFil e}
return O
}
B
#
# print error intolog file and to stdout.
#
printerror() {
Bfemm e e m e m
if [ -z "$pnfsid" ] ; then
# pp="000000000000000000000000000000000000"
pp:" ____________________________________ "
el se
pp=$pnfsid
fi
echo "$pp : (E) : $*" >>${l ogFil e}
echo "$pp : $*" 1>&2
}
B
#
# find a key in the storage info
#
findKeyl nSt oragel nfo() {
L L
result="echo $si | awk -v hallo=$1 -F\; '{ for(i=1;i<=NF;i++){ split($i,a,"=") ; if( a[1]
== hallo )print a[2]} }'"
if [ -z "$result” ] ; then return 1 ; fi
echo $result
exit O
}
.
#
# find a key in the storage info
#
printStoragelnfo() {
L L

printout "storageinfo.StoreNanme : $storeName"
printout "storageinfo.store : $store"
printout "storageinfo.group : $group”
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pri nt out
printout
pri nt out
return O

"storagei nfo.hsm : $hsmNane"
"storagei nfo. accessLatency : $accessLat ency"
"storageinfo.retentionPolicy : $retentionPolicy"

# assign storage info the keywords

#

assi gnSt oragel nfo() {

store="findKeyl nStoragel nfo "store""
group="findKeyl nSt oragel nfo "group""

st oreName="f i ndKeyl nSt or agel nfo " St or eNane""
hsmName="f i ndKeyl nSt or agel nfo "hsni"

accesslLat ency="findKeyl nSt oragel nfo "accesslLatency""
retentionPolicy=" findKeylnStoragelnfo "retentionPolicy

# split the arguments into the options -<key>=<val ue> and the

# positiona

#

arguments.

splitArguments() {

args=

while [ $# -gt 0] ; do

"$1" : "-.*" >/dev/null ; then

"$1" "o\ (.*\)" 2>/dev/nul |

key="echo "$a" | awk -F= '{print $1}' 2>/dev/null’
val ue="echo "$a" | awk -F= '"{for(i=2;i<NF;i++)x=x $i "=" ; x=x $NF ; print x }'
dev/nul | °
-z "$value" ] ; then a="${key}=" ; f
"${key}=\"${val uej\""
a="export ${key}"
" $an

args="${args} $1"

done
if [ -z "$args" ] ; then
“echo "$args" | awk '{ for(i=1;i<=NFi++)print $i }'°
f
return O
}
#
#
B
#
splitUri() {
R L
#
uri _hsmName="expr "$1" : "\ (.*\)\:.*""
uri _hsm nstance="expr "$1" : ".F\NI\/N/N(LFN)NLE
uri_store="expr "$1" : ".*\/\?store=\(.*\)&group.*""
uri_group="expr "$1" : ".*group=\(.*\)&bfid. *""
uri _bfid="expr "$1" : ".*bfid=\(.*\)""
#
if [ \( -z "${uri_store}" \) -o\( -z "${uri_group}" \) -o\( -z "${uri_bfid}"
-0 \( -z "${uri_hsmNarme}" \) -o \( -z "${uri_hsm nstance}" \) ] ; then
printerror "lllegal URI formal : $1"
f
return O
}
HHBHAHHHHBHBHHBHAH BB A A R R A AR H
#
echo " $* “date’ " >>${l ogFile}
#

BRAHHHHH AR

DI

2>/
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#
creat eEnvironment () {

if [ -z "${hsnBase}" ] ; then
printerror "hsnBase not set, can't continue"
return 1
fi
BASE=${ hsnBase}/ dat a
if [ ! -d ${BASE} ] ; then
printerror "${BASE} is not a directory or doesn't exist"
return 1
fi

doTheGetFile() {

splitUi $1
[ $2 -ne 0] && return 1

cr eat eEnvi r onnent
[ $?2 -ne 0] && return 1

pnf sdi r=${ BASE}/ $uri _hsnmiNane/ ${uri _store}/ ${uri _group}
pnfsfile=${pnfsdir}/$pnfsid

cp $pnfsfile $filename 2>/ dev/null
if [ $2 -ne 0] ; then
printerror "Couldn't copy file $pnfsfile to $fil ename”

return 1
fi
return O
}
Hit
B OBO00000000000000000000000000000000000000000000005000000

doTheStoreFile() {

splituri $1
[ 2 -ne 0] && return 1

creat eEnvi ronnment
[ $2 -ne 0] && return 1

pnf sdi r =${ BASE} / $hsnNane/ ${ st or e}/ ${ gr oup}
nkdir -p ${pnfsdir} 2>/ dev/null
if [ $2 -ne 0] ; then
printerror "Couldn't create $pnfsdir"
return 1
fi
pnfsfile=${pnfsdir}/$pnfsid

cp $filenane $pnfsfile 2>/ dev/null
if [ $2 -ne 0] ; then
printerror "Couldn't copy file $filename to $pnfsfile”

return 1
fi
return O
}
Hit
Him m m e e m m e e e e e m m e e e e e m e m e e e e

doTheRenoveFi |l e() {

splituri $1
[ 2 -ne 0] && return 1

creat eEnvi ronnment
[ $2 -ne 0] && return 1

pnf sdi r =${ BASE}/ $uri _hsnmiNane/ ${uri _store}/ ${uri _group}
pnfsfile=${pnfsdir}/$uri_bfid

rm $pnfsfile 2>/ dev/null
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if [ $2 -ne 0] ; then
printerror "Couldn't renove file $pnfsfile”
return 1

f

return O

}
BRAHHHHH AR R R R R R R

#
# split argunents
#
args=""
while [ $# -gt 0] ; do
if expr "$1" : "-.*" >/dev/null ; then
a="expr "$1" : "-\(.*\)" 2>/dev/null"
key="echo "$a" | awk -F= '{print $1}' 2>/dev/null"’
val ue="echo "$a" | awk -F= '{for(i=2;i<NF;i++)x=x $i "=" ; x=x $NF ; print x }' 2>/
dev/nul | °
if [ -z "$value" ] ; then a="${key}=" ; f
eval "${key}=\"${val ue}\""
a="export ${key}"
eval "$a"
el se
args="${args} $1"
f
shift 1
done
if [ ! -z "$args" ] ; then
set “echo "$args" | awk '{ for(i=1;i<=NF;i++)print $i }'°
f
#
#
if [ $# -1t 1] ; then
printerror "Not enough argunments : ... put/get/renove ..."
exit 1
f
#
command=$1
pnf si d=$2
#
# 111111 Hides a bug in the dCache HSM renove
#
if [ "$conmand" = "renpve" ] ; then pnfsid="000000000000000000000000000000000000" ; f
#
#
printout "Request for $command started "date™"
#
#
if [ "$comand" = "put" ] ; then
#
#
fil enane=$3
#
if [ -z "$si" ] ; then
printerror "Storagelnfo (si) not found in put command"
exit 5
f
#
assi gnSt oragel nfo
#
print Storagel nfo
#

if [ \( -z "${store}" \) -o \( -z "${group}" \) -0 \( -z "${hsmNane}" \) ] ; then
printerror "Didn't get enough information to flush : hsnNane = $hsnmName store=$store
group=$group pnfsid=$pnfsid "
exit 3
f
#
uri ="$hsmiNane: / / $hsmiNane/ ?st or e=${ st or e} &gr oup=%{ gr oup} &bf i d=${ pnf si d} "

printout "Created identifier : $uri”

doTheStoreFile $uri

80




The dCache Tertiary
Storage System Interface

rc=%$?
if [ $rc -eq 0] ; then echo $uri ; f

printout "Request 'put' finished at “date’ with return code $rc"

exit $rc
#
#
HHBHAHHHHBH B HBHBH BB AR R R R R R R R R R
#
elif [ "$command" = "get" ] ; then
#
HHBHBHHHHBHBHHBHBH BB BB A A A R R A R R R
#

fil enane=$3

if [ -z "$uri™ ] ; then

printerror "Ui not found in argunents"

exit 3
f
#
printout "Got identifier : $uri"
#
doTheGet Fil e $ur
rc=$?

printout "Request 'get' finished at “date’ with return code $rc"
exit $rc
#
HHBHBHHHHBHBHHBHBH B HBH B H BB R B H B R R R R R
#
elif [ "$command" = "renopve" ] ; then
#
HHBHAHHHHBH B HBH B R H B H B R R H A R R R R R R R R
#

if [ -z "$uri" ] ; then
printerror "lllegal Argunent error : URl not specified"
exit 4
f
#
printout "Renove uri = $uri"
doTheRenoveFi |l e $ur
rc=$?
#
printout "Request 'renove' finished at "date’ with return code $rc"
exit $rc
#
el se
#
printerror "Expected command : put/get/renove , found : $command"
exit 1
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File hopping isacollectiveterm in dCache, summarizing the possibility of having filesbeing transferred
between dCache pools triggered by avariety of conditions. The most prominent examples are:

« If afileisrequested by aclient but the file resides on a pool from which this client, by configuration,
isnot alowed to read data, the dataset is transferred to an “alowed” pool first.

« |f apool encountersasteady high load, the system may, if configured, decideto replicate filesto other
poolsto achieve an equal load distribution.

» HSM restore operations may be split into two steps. The first one reads data from tertiary storage to
an “HSM connected” pool and the second step takes care that the file is replicated to a genera read
pool. Under some conditions this separation of HSM and non-HSM pools might become necessary
for performance reasons.

* If a dataset has been written into dCache it might become necessary to have this file replicated
instantly. The reasons can be, to either have a second, safe copy, or to make sure that clients don’t
access the file for reading on the write pools.

File Hopping on arrival from outside
dCache

File Hopping on arrival is a term, denoting the possibility of initiating a pool to pool transfer as the
result of a file successfully arriving on a pool from some external client. Files restored from HSM or
arriving on a pool asthe result of a pool to pool transfer will not yet be forwarded.

Forwarding of incoming files can be enabled by setting the pool . destination.replicate
property inthe/ et ¢/ dcache/ dcache. conf fileor per pool in the layout file. It can be set to on,
Pool Manager or Hoppi ngManager , where on does the same as Pool Manager .

The pooal is requested to send ar epl i cat eFi | e message to either the Pool Manager or to the
Hoppi ngManager , if available. The different approaches are briefly described below and in more
detail in the subsequent sections.

* ThereplicateFi | e message is sent to the Pool Manager . This happens for all files arriving
at that pool from outside (no restore or p2p). No intermediate Hoppi ngManager is needed. The
restrictions are

» All filesarereplicated. No pre-selection, e.g. on the storage class can be done.

» The mode of the replicated file is determined by the destination pool and cannot be overwritten.
See the section called “File mode of replicated files’

« Therepli cat eFi | e messageissenttotheHoppi ngManager . TheHoppi ngManager canbe
configured to replicate certain storage classes only and to set the mode of the replicated file according
to rules. The file mode of the source file cannot be modified.

File mode of replicated files

The mode of a replicated file can either be determined by settings in the destination pool or by the
Hoppi ngManager . It canbecached or pr eci ous.
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« |If the Pool Manager is used for replication, the mode of the replicated file is determined by the
destination pool. The default setting iscached.

» If aHoppi ngManager isused for file replication, the mode of the replicated file is determined by
the Hoppi ngManager ruleresponsible for this particular replication. If the destination mode is set
to keep intherule, the mode of the destination pool determines the final mode of the replicated file.

File Hopping managed by the Pool Manager

To enable replication on arivad by the Pool Manager set the property
pool . destinati on. replicate toPool Manager for the particular pool

[ <exanpl eDonai n>]
[ <exanpl eDonai n>/ pool ]

pool . desti nati on. replicat e=Pool Manager

or for several poolsinthe/ et ¢/ dcache/ dcache. conf file

pool . desti nati on. replicat e=Pool Manager

File hopping configuration instructs a pool to send ar epl i cat eFi | e request to the Pool Manager

astheresult of afilearriving on that pool from some external client. All arriving fileswill be treated the
same. The Pool Manager will process this transfer request by trying to find a matching link (Please
find detailed information at Chapter 7, The pool manager Service.

It is possible to configure the Pool Manager such that files are replicated from this pool to a specia
set of destination pools.

Example:

Assume that we want to have al files, arriving on pool ocean to be immediately replicated to a
subset of read pools. This subset of poolsis described by the poolgroup ocean- copi es. No other
pool is member of the poolgroup ocean- copi es.

Other than that, files arriving at the pool nount ai n should be replicated to all read pools from
which farm nodeson the 131. 169. 10. 0/ 24 subnet are allowed to read.

The layout file defining the pools ocean and nmount ai n should read like this:

[ exanpl eDomai n]
[ exanpl eDomai n/ pool ]

name=ocean

pat h=/ pat h/ t o/ pool - ocean

pool . wai t-for-fil es=${path}/data

pool . desti nati on. repl i cat e=Pool Manager

nane=nount ai n

pat h=/ pat h/ t o/ pool - nount ai n

pool . wai t-for-files=${path}/data

pool . destination.replicate=Pool Manager

In the layout file it is defined that al files arriving on the pools ocean or nount ai n should
be replicated immediately. The following Pool Manager . conf file contains instructions for the
Pool Manager how to replicate these files. Files arriving at the ocean pool will be replicated
to the ocean- copi es subset of the read pools and files arriving at the pool nmount ai n will be
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replicated to al read pools from which farm nodesonthe 131. 169. 10. 0/ 24 subnet are alowed
to read.

#

# define the units

#

psu create unit -protocol *[*

psu create unit -net 0.0.0.0/0.0.0.0

psu create unit -net 131.169. 10. 0/ 255. 255. 255. 0
# create the faked net unit

psu create unit -net 192.1. 1. 1/ 255. 255. 255. 255
psu create unit -store @

psu create unit -store ocean: raw@sm

#

#

# define unit groups

#

psu create ugroup any-protoco

psu create ugroup any-store

psu create ugroup ocean-copy-store
psu create ugroup farm network

psu create ugroup ocean-copy-network

#
psu addto ugroup any-protocol */*
psu addto ugroup any-store @

psu addt o ugroup ocean-copy-store ocean:raw@sm

psu addto ugroup farmnetwork 131.169.10.0/255.255. 255.0
psu addto ugroup ocean-copy-network 192.1.1.1/255.255.255. 255
psu addto ugroup allnet-cond 0.0.0.0/0.0.0.0

psu addto ugroup allnet-cond 131.169. 10. 0/ 255. 255. 255. 0

psu addto ugroup all net-cond 192. 1. 1.1/ 255. 255. 255. 255

#

#

# define the wite-pools

#

psu create pool ocean

psu create pool nountain

#

#

# define the wite-pools pool group

#

psu create pgroup wite-pools

psu addto pgroup wite-pools ocean

psu addto pgroup wite-pools nountain

#

#

# define the wite-pools-link, add wite pools and set transfer preferences
#

psu create link wite-pools-1ink any-store any-protocol allnet-cond
psu addto link wite-pools-link wite-pools

psu set link farmread-link -readpref=0 -witepref=10 -cachepref=0 -p2ppref=-1
#

#

# define the read-pools

#

psu create pool read-pool-1

psu create pool read-pool-2

psu create pool read-pool-3

psu create pool read-pool-4

#

#

# define the farmread-pools pool group and add pool nenbers
#

psu create pgroup farmread-pools

psu addto pgroup farmread-pools read-pool-1

psu addto pgroup farmread-pools read-pool -2

psu addto pgroup farmread-pools read-pool -3

psu addto pgroup farmread-pools read-pool -4

#

#

# define the ocean-copy-pools pool group and add a poo

#

psu create pgroup ocean-copy-pool s

psu addto pgroup ocean-copy-pools read-pool-1
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define the farmread-1ink, add farmread-pools and set transfer preferences

* W W

psu create link farmread-1ink any-store any-protocol farm network

psu addto link farmread-1link farmread-pools

psu set link farmread-1ink -readpref=10 -witepref=0 -cachepref=10 -p2ppref=-1
#

#

# define the ocean-copy-link, add ocean-copy-pools and set transfer preferences
#

psu create |ink ocean-copy-link ocean-copy-store any-protocol ocean-copy-network
psu addto |ink ocean-copy-Ilink ocean-copy-pools

psu set link ocean-copy-link -readpref=10 -witepref=0 -cachepref=10 -p2ppref=-1
#

#

While 131. 169. 10. 1 isalega IP address e.g. of one of your farm nodes, the 192. 1. 1. 1 IP
address must not exist anywhere at your site.

File Hopping managed by the Hoppi ngManager

With the Hoppi ngManager you have several configuration options for fil e hoppi ng on
arrival,eg.:

« With the Hoppi ngManager you can define a rule such that only the files with a specific storage
class should be replicated.

» You can specify the protocol the replicated files can be accessed with.

 You can specify from which ip-adresses it should be possible to access thefiles.

Starting the FileHopping Manager service

Add the hoppi ngmanager serviceto adomain in your layout file and restart the domain.

[ <Domai nNane>]
[ <Domai nNane>/ hoppi ngmanager ]

Initially no rules are configured for the Hoppi ngManager . You may add rules by either edit the
file/ var/1i b/ dcache/ confi g/ Hoppi ngManager . conf and restart thehoppi ngnanager
service, or use the admin interface and save the modifications by the save command into the
Hoppi ngManager . conf

Configuring pools to use the Hoppi nhgManager

To enable replication on arrival by the Hoppi ngManager set the property
pool . desti nati on. replicat e toHoppi ngManager for the particular pool

[ <exanpl eDonai n>]
[ <exanpl eDonai n>/ pool ]

pool . destination.replicate=Hoppi ngManager

or for several poolsinthe/ et ¢/ dcache/ dcache. conf file.

pool . desti nati on. repl i cat e=Hoppi ngManager

85



File Hopping

Hoppi ngManager Configuration Introduction

» The Hoppi ngManager essentially receivesr epl i cat eFi | e messages from pools, configured
to support file hopping, and either discards or modifies and forwards them to the Pool Manager ,
depending on rules described below.

* TheHoppi ngManager decides on the action to perform, based on a set of configurable rules. Each
rule has aname. Rules are checked in a phabetic order concerning their names.

* Aruleittriggeredif the storage class matches the storage class pattern assigned to that rule. If aruleis
triggered, it is processed and no further rule checking is performed. If no ruleisfound for this request
thefileis not replicated.

« If for whatever reason, afile cannot be replicated, NO RETRY is being performed.
» Processing atriggered rule can be::
» The messageis discarded. No replication is done for this particular storage class.
» Therule modifiesther epl i cat eFi | e message, beforeit isforwarded to the Pool Manager .

An ip-number of afarm-node of the farm that should be allowed to read the file can be added to
ther epl i cat eFi | e message.

The mode of the replicated file can be specified. Thiscan either be pr eci ous, cached or keep.
keep meansthat the pool mode of the source pool determines the replicated file mode.

The requested protocol can be specified.

Hoppi ngManager Configuration Reference

define hop OPTIONS <nane> <pattern> precious|cached| keep

OPTI ONS
-destination=<cel | Destination> # default : Pool Manager
-overwite
-continue
-source=write|restore|* # 1111 for experts only St or agel nf oOpti ons

- host =<dest i nati onHost | p>

- prot Type=dCap| ftp. ..

- pr ot M nor =<m nor Pr ot ocol Ver si on>
- pr ot Mpj or =<maj or Pr ot ocol Ver si on>

name
Thisisthe name of the hopping rule. Rules are checked in aphabetic order concerning their names.

pattern
pat t er n is astorage class pattern. If the incoming storage class matches this pattern, thisrule is
processed.

precious|cached|keep
pr eci ous| cached| keep determines the mode of the replicated file. With keep the mode of
the file will be determined by the mode of the destination pool.

-destination
Thisdefineswhich cel | to usefor the pool to pool transfer. By default thisisthe Pool Manager
and this should not be changed.

-overwrite
In case, arule with the same name already exists, it is overwritten.
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-continue
If arule has been triggered and the corresponding action has been performed, no other rules are
checked. If the cont i nue option is specified, rule checking continues. This is for debugging
purposes only.

-source
- sour ce defines the event on the pool which has triggered the hopping. Possible values are
restoreandwite.restore meansthat the rule should be triggered if the file was restored
from atapeand wr i t e meansthat it should be triggered if the file was written by aclient.

-host
Choose the id of a node of the farm of worker-nodes that should be allowed to access the file.
Configure the pool manager respectively.

-protType, -protMagjor, -protMinor
Specify the protocol which should be used to access the replicated files.

Hoppi ngManager configuration examples

In order to instruct a particular pool to send ar epl i cat eFi | e message to the hoppi ngmanager
service, you need to add the line pool . desti nati on. repl i cat e=Hoppi ngManager to the
layout file.

Example:

[ exanpl eDonai n]
[ exanpl eDonmai n/ pool ]

name=wr it e- pool

pat h=/ path/to/ write-pool - exp-a

pool . wai t-for-fil es=${path}/data

pool . desti nati on. repl i cat e=Hoppi ngManager

Assume that all files of experiment-awill be written to an expensive write pool and subsequently
flushed to tape. Now some of these files need to be accessed without delay. The files that need fast
acceess possibility will be given the storage classexp- a: need- f ast - access@sm

In this example we will configure the file hopping such that a user who wants to access afile that
has the above storage info with the NFSv4. 1 protocol will be able to do so.

Definearulefor hoppinginthe/ var /| i b/ dcache/ confi g/ Hoppi ngManager . conf file.

define hop nfs-hop exp-a: need-fast-access@sm cached -prot Type=nfs -protMjor=4 -protM nor=1

This assumes that the storage class of the fileis exp- a: nf s@sm The mode of the file, which
was pr eci ous on the write pool will have to be changed to cached on the read pool.

The corresponding / var / | i b/ dcache/ confi g/ pool manager . conf file could read like
this:

#

# define the units

#

psu create unit -protocol *|*

psu create unit -net 0.0.0.0/0.0.0.0

psu create unit -store exp- a: need- f ast - access@sm
#

#

# define unit groups
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#

psu create ugroup any-protocol

psu create ugroup exp-a-copy-store

psu create ugroup all net-cond

#

psu addto ugroup any-protocol */*

psu addto ugroup exp-a-copy-store exp- a: need-fast-access@sm

psu addto ugroup allnet-cond 0.0.0.0/0.0.0.0

#

#

# define the wite-pool

#

psu create pool wite-pool

#

#

# define the read-pool

#

psu create pool read-pool

#

#

# define the exp-a-read-pools pool group and add a pool

#

psu create pgroup exp-a-read-pools

psu addto pgroup exp-a-read-pools read-pool

#

#

# define the exp-a-wite-pools pool group and add a pool

#

psu create pgroup exp-a-wite-pools

psu addto pgroup exp-a-wite-pools wite-pool

#

#

# define the exp-a-read-link, add exp-a-read-pools and set transfer preferences
#

psu create |ink exp-a-read-1ink exp-a-copy-store any-protocol allnet-cond
psu addto |link exp-a-read-1ink exp-a-read-pools

psu set link exp-a-read-1ink -readpref=10 -witepref=0 -cachepref=10 -p2ppref=-1
#

#

# define the exp-a-wite-link, add exp-a-wite-pools and set transfer preferences
#

psu create link exp-a-wite-1ink exp-a-copy-store any-protocol allnet-cond
psu addto link exp-a-wite-link exp-a-wite-pools

psu set link exp-a-wite-link -readpref=0 -witepref=10 -cachepref=0 -p2ppref=-1
#

#

#
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Chapter 10. Authorization in dCache

To limit access to data, dCache comes with an authentication and authorization interface caled
gPl azma2. gPl azma is an acronym for Grid-aware PLuggable AuthorZation Management. Earlier
versions of dCache worked with gPl aznal which has now been completely removed from dCache.
So if you are upgrading, you have to reconfigure gPl azna if you used gPl azmal until now.

Basics

Though it is possible to alow anonymous access to dCache it is usualy desirable to authenticate
users. The user then has to connect to one of the different doors (e.g., Gri dFTP door, dCap
door) and login with credentials that prove his identity. In Grid-World these credentials are very
often X. 509 certificates, but dCache al so supports other methods like username/password and kerberos
authentication.

The door collects the credentia information from the user and sends a login request to the configured
authorization service (i.e., gPl azna) Within gPl azma the configured plug-instry to verify the users
identity and determine his access rights. From this a response is created that is then sent back to the
door and added to the entity representing the user in dCache. Thisentity iscalled subj ect . While for
authentication usually more global services (e.g., ARGUS) may be used, the mapping to site specific
UIDs hasto be configured on a per site basis.

Configuration

gPl azma?2 is configured by the PAM-style configuration file / et ¢/ dcache/ gpl azna. conf .
Each line of thefileis either acomment (i.e., startswith #, isempty, or defines a plugin. Plugin defining
lines start with the plugin stack type (one of aut h, map, account ,sessi oni dentity), followed
by a PAM-style modifier (one of opti onal , suffi ci ent, required,requisite),theplugin
nameand an optional list of key-value pairs of parameters. During thelogin processthey will be executed
inthe order aut h, map, account and sessi on. Thei dent i t y pluginsare not used during login,
but later on to map from UID+GID back to user names (e.g., for NFS). Within these groups they are
used in the order they are specified.

aut h| map| account | session|identity optional|required|requisite|sufficient <plug-in>
["<key>=<val ue>" ...]

A complete configuration file will look something like this:

Example:

# Some comment

aut h optional x509

aut h optional voms

map requi site vorol emap

map requi site authzdb authzdb=/etc/grid-security/authzdb

session requisite authzdb

L ogin Phases

aut h
aut h-plug-ins are used to read the users public and private credentials and ask some authority, if
those are valid for accessing the system.
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map
map-plug-ins map the user information obtained in the aut h step to UID and GIDs. This may also
be done in severa steps (e.g., the vor ol emap plug-in maps the users DN+FQAN to a username
which is then mapped to UID/GIDs by the aut hzdb plug-in.

account
account -plug-ins verify the validity of a possibly mapped identity of the user and may reject the
login depending on information gathered within the map step.

sessi on
sessi on plug-ins usually enrich the session with additional attributes like the user’'s home
directory.

identity
i dent ity plug-insareresponsible for mapping UID and GID to user names and vice versaduring
the work with dCache.

The meaning of the modifiers follow the PAM specification:

Modifiers

opti onal
The success or failure of thisplug-inisonly important if it isthe only plug-inin the stack associated
with this type.

suf ficient
Success of such aplug-inisenough to satisfy the authentication requirements of the stack of plug-ins
(if aprior required plug-in has failed the success of this one isignored). A failure of thisplug-inis
not deemed asfatal for the login attempt. If the plug-in succeeds gPl azma2 immediately proceeds
with the next plug-in type or returns control to the door if this was the last stack.

required
Failure of such a plug-in will ultimately lead to gPl aznma2 returning failure but only after the
remaining plug-ins for this type have been invoked.

requisite
Like r equi r ed, however, in the case that such a plug-in returns a failure, control is directly
returned to the door.

Plug-ins

gPl azma?2 functionality is configured by combining different types of plug-ins to work together in a
way that matches your requirements. For this purpose there are five different types of plug-ins. These
types correspond to the keywords aut h, map, account , sessi on andi denti ty asdescribedin

the previous section. The plug-ins can be configured via properties that may be set indcache. conf,
the layout-fileor ingpl azma. conf .

aut h Plug-ins
kpwd

The kpwd plug-in authorizes users by username and password, by pairs of DN and FQAN and by
Ker ber os principals.

90



Authorization in dCache

Properties

gpl azma. kpwd. file
Path to dcache. kpwd

Default: / et ¢/ dcache/ dcache. kpwd
voms
Thevons plug-inisanaut h plug-in. It can be used to verify X. 509 credentials. It takesthe certificates

and checkstheir validity by testing them against the trusted CAs. The verified certificates are then stored
and passed on to the other plug-insin the stack.

Properties

gpl azma. vonsdi r. ca
Path to ca certificates

Default: / et ¢/ gri d-security/certificates

gpl azma. vonsdir.dir
Path to vonsdi r

Default: / et ¢/ gri d-security/vonsdir
X. 509 plug-in

The X. 509 plug-inisaaut h plug-in that extracts X. 509 certificate chains from the credentials of a
user to be used by other plug-ins.

map Plug-ins
kpwd

Asamap plug-init mapsusernamesto UID and GID. And asasessi on plug-in it adds root and home
path information to the session based on the user’ s username.

Properties

gpl azma. kpwd. file
Path to dcache. kpwd

Default: / et ¢/ dcache/ dcache. kpwd
authzdb
Theaut hzdb plug-in takes a username and mapsit to UID+GID using the st or age- aut hzdb file.
Properties

gpl azma. aut hzdb. fil e
Pathto st or age- aut hzdb
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Default: / et ¢/ gri d-security/ st orage-aut hzdb
GridMap
Thegri dnmap plug-in maps GLOBUS identities and Ker ber os identities to usernames.
Properties

gplazma. gridmap.file
Pathtogri d- mapfile

Default: / et ¢/ gri d-security/grid-mapfile
vorolemap
Thevons plug-in maps pairs of DN and FQAN to usernames via a vorolemap file.
Properties

gpl azma. vorol enmap.file
Pathtogri d- vor ol emap

/etc/grid-security/grid-vorol enap
krb5

The kr b5 plug-in maps a kerberos principal to a username by removing the domain part from the
principal.

Example:

user @XRB- DOVAI N. EXAMPLE. ORGto user

nsswitch
Thensswi t ch plug-in usesthe system’'snsswi t ch configuration to provide mapping.

Typicaly nsswi t ch plug-inwill be combined with vor ol emap plug-in, gri dmap plug-inor kr b5
plug-in:

Example:

# Map grid users to |ocal accounts
aut h optional x509 #1

aut h optional voms #2

map requi site vorol emap #3

map requisite nsswitch #4
session requisite nsswitch #5

In this example following is happening: extract user’s DN (1), extract and verify VOMS attributes
(2), map DN+Role to alocal account (3), extract uid and gids for alocal account (4) and, finally,
extract users home directory (5).
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nis
Theni s plug-in uses an existing NI S service to map username+password to a username.
Properties

gpl azma. ni s. server
NI S server host

Default: ni sserv. domai n. com

gpl azma. ni s. donai n
NI S domain

Default: domai n. com

Theresult of ni s plug-in can be used by other plug-ins:

Example:

# Map grid or kerberos users to local accounts
aut h optional x509 #1

aut h optional voms #2

map requi site vorol emap #3
map optional krb5 #4

map optional nis #5

session requisite nis #6

In this example two access methods are considered: grid based and kerberos based. If user comes
with grid certificate and VOMSrole: extract user'sDN (1), extract and verify VOM S attributes (2),
map DN+Role to aloca account (3). If user comes with Ker ber os ticket: extract local account
(4). After this point in both cases we talk to NI S to get uid and gids for alocal account (5) and,
finally, adding users home directory (6).

account Plug-ins

argus

The argus plug-in bans users by their DN. It talks to your site€'s ARGUS system (see
https:/twiki.cern.ch/twiki/bin/view/EGEE/AuthorizationFramework  [https://twiki.cern.ch/twiki/bin/
view/EGEE/AuthorizationFramework]) to check for banned users.

Properties

gpl azma. ar gus. host cert
Path to host certificate

Default: / et ¢/ gri d-security/ hostcert. pem

gpl azma. ar gus. host key
Path to host key

Default: / et ¢/ gri d-security/ host key. pem

gpl azma. ar gus. host key. password
Password for host key
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Default;

gpl azma. ar gus. ca
Path to CA certificates

Default: / et c/ grid-security/certificates

gpl azma. ar gus. endpoi nt
URL of PEP service

Default: ht t ps: / /| ocal host : 8154/ aut hz
banfile

Thebanf i | e plug-in bans users by their principal class and the associated name. It is configured via
asimple plain text file.

Example:

# Ban users by principa

al i as dn=org. gl obus. gsi . j aas. d obusPri nci pa

al i as kerberos=j avax. security. aut h. ker ber os. Ker ber osPri nci pa
al i as fqan=org. dcache. aut h. FQANPri nci pa

al i as name=or g. dcache. aut h. Logi nNanmePri nci pa

ban nane:ernie
ban ker ber os: BERT@XAVMPLE. COM
ban com exanpl e. SomePri nci pal : Sanmson

In this example the first line is a comment. Lines 2 to 5 define aliases for principal class names
that can then be used in the following banning section. The four aliases defined in this example
are actually hard coded into gPl azma, therefore you can use these short names without explicitly
defining themin your configuration file. Line 7 to 9 contain ban definitions. Line 9 directly usesthe
class name of aprincipal classinstead of using an alias.

Please note that the plug-in only supports principals whose assiciated name is asingle line of plain
text. In programming terms this means the constructor of the principal class has to take exactly one
single string parameter.

For the plugin to work, the configuration file has to exist even if it is empty.

Properties

gpl azma. banfil e. path
Path to configuration file

Default: / et ¢/ dcache/ ban. conf

To activatethebanf i | e plug-init hasto be added to gpl azrma. conf :

Example:

# Map grid or kerberos users to |ocal accounts
aut h optional x509

aut h optional voms

map requi site vorol emap
map optional krb5

map optional nis

session requisite nis
account requisite banfile
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sessi on Plug-ins

kpwd

The kpwd plug-in adds root and home path information to the session, based on the username.
Properties

gpl azma. kpwd. file
Pathto dcache. kpwd

Default: / et ¢/ dcache/ dcache. kpwd

authzdb

The aut hzdb plug-in adds root and home path information to the session, based and username using
thest or age- aut hzdb file.

Properties

gpl azma. aut hzdb. file
Pathto st or age- aut hzdb

Default: / et ¢/ gri d- securi ty/ st orage-aut hzdb
nsswitch

The nsswi t ch plug-in adds root and home path information to the session, based on the username
using your system’snsswi t ch service.

Typically nsswi t ch plug-in will be combined withvor ol emap plug-in, gr i dmap plug-inor kr b5
plug-in:

Example:

# Map grid users to |ocal accounts
aut h optional x509 #1

aut h optional voms #2
map requi site vorol emap #3
map requisite nsswitch #4

session requisite nsswitch #5

In this example following is happening: extract user’s DN (1), extract and verify VOMS attributes
(2), map DN+Role to alocal account (3), extract uid and gids for alocal account (4) and, finally,
extract users home directory (5).

nis

Theni s plug-in adds root and home path information to the session, based on the username using your
site'sNI S service.

Properties

gpl azma. ni s. server
NI S server host
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Default: ni sserv. domai n. com

gpl azma. ni s. domai n
NI S domain

Default: domai n. com

Theresult of ni s plug-in can be used by other plug-ins:

Example:

# Map grid or kerberos users to local accounts
aut h optional x509 #1

aut h optional voms #2

map requi site vorol emap #3
map optional krb5 #4

map optional nis #5

session requisite nis #6

In this example two access methods are considered: grid based and kerberos based. If user comes
with grid certificate and VOMSrole: extract user’ sDN (1), extract and verify VOMS attributes (2),
map DN+Role to aloca account (3). If user comes with Ker ber os ticket: extract local account
(4). After this point in both cases we talk to NI S to get uid and gids for alocal account (5) and,
finally, adding users home directory (6).

Idap

Thel dap plug-inisamap, session and identity plugin. Asamap plugin it maps user namesto UID and
GID. Asasession plugin it adds root and home path information to the session. As an identity plugin it
supports reverse mapping of UID and GID to user and group names repectively.

Properties

gpl azma. | dap. url
LDAP server url. Usel dap: // prefix to connect to plain LDAP and | daps: / / for secured LDAP.

Example: | daps: // exanpl e. or g: 389

gpl azma. | dap. or gani zati on
Top level (base DN) of the LDAP directory tree

Example: o="Exanpl e, Inc.", c=DE
gpl azma. | dap. tree. peopl e
LDAP subtree containing user information. The path to the user records will be formed using the

base DN and the value of this property as a organizational unit (ou) subdirectory.

Default: Peopl e

Example: Setting gpl azma. | dap. or gani zati on=0="Exanple, Inc.", c¢=DE and
gpl azma. | dap. tree. peopl e=Peopl e will have the plugin looking in the LDAP directory
ou=Peopl e, o="Exanple, Inc.", c=DEforuserinformation.

gpl azma. | dap. tree. groups
L DAP subtree containing group information. The path to the group records will be formed using the
base DN and the value of this property as a organizational unit (ou) subdirectory.
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Default: Gr oups

Example: Setting gpl azma. | dap. or gani zati on=0="Exanple, Inc.", c¢=DE and
gpl azma. | dap. tree. gr oups=G oups will have the plugin looking in the LDAP directory
ou=G oups, o="Example, Inc.", c=DEforgroupinformation.

gpl azma. | dap. userfilter
LDAP filter expression to find user entries. The filter has to contain the % exactly once. That
occurence will be substituted with the user name before the filter is applied.

Default; (ui d=%)

gpl azma. | dap. hone-dir
the user’s home directory. LDAP attribute identifiers surrounded by %will be expanded to their
corresponding value. You may also use aliteral value or mix literal values and attributes.

Default: %honeDi r ect or y%

gpl azma. | dap. root-dir
the user’s root directory. LDAP attribute identifiers surrounded by %will be expanded to their
corresponding value. You may also use aliteral value or mix literal values and attributes.

Default: /

Asasession pluginthel dap plug-in assigns two directories to the user’ s session: the root directory and
the home directory. The root directory istheroot of the directory hierarchy visible to the user, while the
home directory is the directory the user starts his session in. In default mode, the root directory is set
to/ and the home directory is set to oneDi r ect or y% thus the user starts his session in the home
directory, asit is stored on the LDAP server, and is able to go up in the directory hierarchy to/ . For a
different use-case, for exampleif dCacheis used as a cloud storage, it may be desireable for the usersto
see only their own storage space. For thisuse case home- di r canbesetto/ andr oot - di r besetto
9%omneDi r ect or y% In both path properties any %val %expression will be expanded to the the value
of the attribute with the name val asit isstored in the user record on the LDAP server.

| dentity Plug-ins
nsswitch

The nsswi t ch plug-in provides forward and reverse mapping for NFSv4. 1 using your system’'s
nssw t ch service.

nis
Theni s plug-in forward and reverse mapping for NFSv4. 1 using your site’'sNI S service.
Properties

gpl azma. ni s. server
NI S server host

Default: ni sserv. domai n. com

gpl azma. ni s. donai n
NI S domain
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Default: domai n. com

Using X. 509 Certificates

Most plug-ins of gPl azma support X. 509 certificates for authentication and authorisation. X. 509
certificates are used to identify entities (e.g., persons, hosts) in the Internet. The certificates containaDN
(Distinguished Name) that uniquely describes the entity. To give the certificate credibility it isissued by
aCA (Certificate Authority) which checks the identity upon request of the certificate (e.g., by checking
thepersonsid). For theuseof X. 509 certificateswith dCache your userswill haveto request acertificate
from a CA you trust and you need host certificates for every host of your dCache instance.

CA Certificates

To be ableto locally verify the validity of the certificates, you need to store the CA certificates on your
system. Most operating systems come with a number of commercial CA certificates, but for the Grid
you will need the certificates of the Grid CAs. For this, CERN packages a number of CA certificates.
These are deployed by most grid sites. By deploying these certificates, you state that you trust the CA’s
procedure for the identification of individuals and you agree to act promptly if there are any security
issues.

Toinstal the CERN CA certificates follow the following steps:

[root] # cd /etc/yumrepos.d/
[root] # wget http://grid-depl oyment.web. cern.ch/grid-depl oynent/glite/repos/3.2/1cg-CA repo
[root] # yuminstall |cg-CA

Thiswill creastethedirectory/ et ¢/ gri d-security/ certifi cat es whichcontainstheGrid CA
certificates.

Certificates which have been revoked are collected in certificate revocation lists (CRLSs). To get the
CRLs instal the fetch-crl command as described below.

[root] # yuminstall fetch-crl
[root] # /usr/sbin/fetch-crl

fetch-crl addsX. 509 CRLsto/ et ¢/ gri d-security/certificates.Itisrecommended to set
up acron job to periodically update the CRLs.

User Certificate

If you do not have a valid grid user certificate yet, you have to request one from your CA. Follow
the instructions from your CA on how to get a certificate. After your request was accepted you
will get a URL pointing to your new certificate. Install it into your browser to be able to access
grid resources with it. Once you have the certificate in your browser, make a backup and name it
userCertificate.pl2. Copy the user certificate to the directory ~/ . gl obus/ on your worker
node and convertittouser cert . pemand user key. pemas described below.

[user] $ openssl pkcsl2 -clcerts -nokeys -in <userCertificate> pl2 -out usercert.pem

Enter |nport Password:
MAC verified OK

During the backup your browser asked you for a password to encrypt the certificate. Enter this password
here when asked for a password. Thiswill create your user certificate.
[user] $ openssl pkcsl2 -nocerts -in <userCertificate> pl2 -out userkey.pem

Enter |mport Password:
MAC verified OK
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Enter PEM pass phrase:

In this step you need to again enter the backup password. When asked for the PEM pass phrase choose a
secure password. If you want to use your key without having to type in the pass phrase every time, you
can remove it by executing the following command.

[root] # openssl rsa -in userkey.pem -out userkey.pem

Enter pass phrase for userkey.pem
writing RSA key

Now change the file permissionsto make the key only readable by you and the certificate world readable
and only writable by you.

[root] # chnpd 400 userkey. pem
[root] # chnpd 644 usercert.pem

Host Certificate

To request a host certificate for your server host, follow again the instructions of your CA.

The conversion to host cert . pemand host key. pemworks analogous to the user certificate. For
the hostkey you have to remove the pass phrase. How to do this is aso explained in the previous
section. Finally copy thehost *. pemfilesto/ et ¢/ gri d-security/ asroot andchangethefile
permissions in favour of the user running the grid application.

VOMS Proxy Certificate

For very large groups of people, it is often more convenient to authorise people based on their
membership of some group. To identify that they are amember of some group, the certificate owner can
create anew short-lived X. 509 certificate that includes their membership of various groups. This short-
lived certificate is called a proxy-certificate and, if the membership information comes from aVOMS
server, it is often referred to as a V OM S-proxy.

[root] # cd /etc/yumrepos.d/

[root] # wget http://grid-depl oyment.web. cern.ch/grid-deploynent/glite/repos/3.2/glite-U.repo
[root] # yuminstall glite-security-vons-clients

Creating a VOMS proxy

To create aVOMS proxy for your user certificate you need to execute the voms-proxy-init as a user.

Example:

[user] $ export PATH=/opt/glitel/bin/:$PATH

[user] $ voms-proxy-init

Enter GRI D pass phrase:

Your identity: /C=DE/ O=Ger manGi d/ OU=DESY/ CN=John Doe

Creati NG PrOXY ...ttt e e e e e e e e Done
Your proxy is valid until Mon Mar 7 22:06:15 2011

Certifying your membership of a VO

Y ou can certify your membership of aV O by using the command voms-pr oxy-init -voms <y our VO>.
Thisisuseful asin dCache authorization can be done by VO (seethe section called “ Authorizing aVO”).
To be able to use the extension -voms <your VO> you need to be able to access VOMS servers. To
this end you need the the VOMS server’s and the CA’s DN. Create afile/ et ¢/ gri d- securi ty/

vomsdi r/ <VO>/ <host nane>. | sc per VOMSserver containing on the 1st linethe VOMS server’'s
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DN and on the 2nd line, the corresponding CA’s DN. The name of thisfile should be the fully qualified
hostname followed by an . | sc extension and the file must appear in a subdirectory / et ¢/ gri d-
security/vonsdi r/ <\VO> for each VO that is supported by that VOMS server and by the site.

At http://operations-portal .egi.eu/vo you can search for a VO and find this information.

Example:

For example, the file /etc/grid-security/vomsdir/desy/grid-voms.desy.de.lsc contains:

/ C=DE/ O=Ger manGr i d/ OU=DESY/ CN=host/ gri d- vons. desy. de
/ C=DE/ O=CGer manG'i d/ CN=Gr i dKa- CA

where the first entry is the DN of the DESY VOMS server and the second entry is the DN of the
CA which signed the DESY VOMS server’s certificate.

In addition, you need to have afile/ opt / gl i t e/ et ¢/ vonses containing your VO'sVOMS server.

Example:

For DESY thefile/ opt/ gl it e/ etc/vonses should contain the entry

"desy" "grid-vons. desy.de" "15104" "/ C=DE/ O=Ger manGri d/ OU=DESY/ CN=host/ gri d- vons. desy. de"
"desy" "24"

The first entry “desy” is the rea name or a nickname of your VO. “grid-voms.desy.de” is the
hostname of the VOMS server. The number “15104” is the port number the server is listening on.
Theforth entry isthe DN of the server’s VOMS certificate. The fifth entry, “desy”, isthe VO name
and the last entry is the globus version number which is not used anymore and can be omitted.

Example:

Use the command voms-pr oxy-init -voms to create aVOMS proxy with VO “desy”.

[user] $ voms-proxy-init -voms desy
Enter GRI D pass phrase:
Your identity: /C=DE/ O=GermanG i d/ OQU=DESY/ CN=John Doe

Creating teNMPOrarY PrOXY . ou vt ettt e et e e e e e e Done

Contacting grid-vons. desy. de: 15104 [/ C=DE/ O=CGer manG i d/ OU=DESY/ CN=host/ gri d- vons. desy. de]
"desy" Done

CreatinNg ProXy . ... Done

Your proxy is valid until Mon Mar 7 23:52:13 2011

View the information about your VOMS proxy with voms-proxy-info

[user] $ vons-proxy-info

subj ect : | C=DE/ O=Ger nanG i d/ OQU=DESY/ CN=John Doe/ CN=pr oxy
i ssuer : | C=DE/ O=Ger manGi d/ OU=DESY/ CN=John Doe

identity : /C=DE/ O=Ger manG i d/ OU=DESY/ CN=John Doe

type I proxy

strength : 1024 bits

path : [/ tnp/ x509up_u500

timeleft : 11:28:02
Thelast line tells you how much longer your proxy will be valid.

If your proxy is expired you will get

[user] $ vons-proxy-info

subj ect . | C=DE/ G=CGer manG'i d/ QU=DESY/ CN=John Doe/ CN=pr oxy
i ssuer . | C=DE/ O=Ger manGri d/ OQU=DESY/ CN=John Doe

identity : /C=DE/ O=CermanG i d/ OU=DESY/ CN=John Doe

type I proxy
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strength : 1024 bits
path ;[ tnp/ x509up_u500
tineleft : 0:00:00

The command voms-pr oxy-info -all gives you information about the proxy and about the VO.

[user] $ voms-proxy-info -all

subj ect . | C=DE/ O=Ger manG i d/ OU=DESY/ CN=John Doe/ CN=pr oxy
i ssuer . | C=DE/ O=CGer manG i d/ QU=DESY/ CN=John Doe

identity : /C=DE/ O=Ger manG i d/ OU=DESY/ CN=John Doe

type I proxy

strength : 1024 bits

path : [/ tnp/ x509up_u500

timeleft : 11:24:57

=== VO desy extension information ===

VO : desy

subj ect . | C=DE/ O=CGer manGr i d/ QU=DESY/ CN=John Doe

i ssuer . | C=DE/ O=Ger manG'i d/ OU=DESY/ CN=host / gri d- vons. desy. de

attribute : /desy/ Rol e=NULL/ Capabi | i t y=NULL
attribute : /desy/test/Rol e=NULL/ Capability=NULL
tineleft : 11:24:57

uri : grid-vons. desy. de: 15104

Use the command voms-pr oxy-destr oy to destroy your VOMS proxy.

[user] $ vons-proxy-destroy
[user] $ voms-proxy-info

Couldn't find a valid proxy.

Configuration files

In this section we explain the format of the the st or age- aut hzdb, kpwd and vor ol ermap files.
They are used by the aut hzdb plug-in, vor ol ermap plug-in,and kpwd plug-in.

st or age- aut hzdb

In gPl azma, except for the kpwd plug-in, authorization is a two-step process. First, a username is
obtained from a mapping of the user’s DN or his DN and role, then a mapping of username to UID and
GID with optional additional session parameterslike theroot path is performed. For the second mapping
usually thefile called st or age- aut hzdb isused.

Preparing st or age- aut hzdb

The default location of the st or age- aut hzdb is/ et c/ gri d-security. Before the mapping
entries there has to be a line specifying the version of the used file format.

Example:

version 2.1

dCache supports versions 2.1 and to some extend 2.2.

Except for empty lines and comments (lines start with #) the configuration lines have the following
format:

aut hori ze <usernane> (read-only|read-wite) <U D> <G D>[, <G D>]* <honedir> <rootdir>

For legacy reasons there may be athird path entry which isignored by dCache. The username here has
to be the name the user has been mapped to in the first step (e.g., by hisDN).
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Example:

aut hori ze john read-wite 1001 100 / /data/experiments /

In this example user <j ohn> will be mapped to UID 1001 and GID 100 with read access on the
directory / dat a/ experi ment s. You may choose to set the user’ sroot directory to/ .

Example:

aut hori ze admread-wite 1000 100 / [/ /

In this case the user <adn will be granted read/write accessin any path, given that the file system
permissions in Chimera also allow the transfer.

Thefirst path is nearly alwaysleft as“/ ", but it may be used as a home directory in interactive session,
as a subdirectory of the root path. Upon login, the second path is used as the user’sroot, and a“cd” is
performed to the first path. The first path is always defined as being relative to the second path.

Multiple GIDs can be assigned by using comma-separated values for the GID file, asin

Example:

aut hori ze john read-wite 1001 100, 101,200 / / [/

Thelinesof thest or age- aut hzdb filearesimilar to the “login” lines of thedcache. kpwd file. If
you already haveadcache. kwpd file, you can easily create st or age- aut hzdb by taking the lines
fromyour dcache. kpwd filethat start with theword | ogi n, for example,

Example:

login john read-wite 1001 100 / /datal/experinents /

and replace theword | ogi n with aut hor i ze. Thefollowing line does this for you.

[root] # sed "s/”™ *login/authorize/" dcache. kpwd| grep ""~authorize" > storage-authzdb

The gplazmalite-vorole-mapping plug-in

The second is the st or age- aut hzdb used in other plug-ins. See the above documentation on
st or age- aut hdb for how to create thefile.

Preparing gri d- vor ol emap

Thefileissimilar in format to thegr i d- mapf i | e, however there is an additional field following the
DN (Certificate Subject), containing the FQAN (Fully Qualified Attribute Name).
" | C=DE/ O=Ger manG i d/ OU=DESY/ CN=John Doe" "/sone-vo" doegroup

" | C=DE/ DC=CGer manG i d/ O=DESY/ CN=John Doe" "/sone-vo/ Rol e=NULL" doegr oup
" | C=DE/ DC=Ger manG i d/ O=DESY/ CN=John Doe" "/ sone-vo/ Rol e=NULL/ Capabi | it y=NULL" doegroup

Therefore each line hasthreefields: the user’ s DN, the user’ s FQAN, and the username that the DN and
FQAN combination are to be mapped to.

The FQAN issometimes semantically referred to asthe “role”. The same user can be mapped to different
usernames depending on what their FQAN is. The FQAN is determined by how the user creates their
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proxy, for example, using voms-proxy-init . The FQAN contains the user’ s Group, Role (optional), and
Capability (optional). Thelatter two may be set to the string “NULL”, in which case they will beignored
by the plug-in. Therefore the three lines in the example above are equivalent.

Example:

If auser isauthorized in multiple roles, for example

"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=John Doe" "/some-vo/sub-grp" vo_sub_grp_user

"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=John Doe" "/somne-vo/sub-grp/ Rol ezuser" vouser

"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=John Doe" "/sone-vo/ sub-grp/ Rol e=adm n" voadm n
"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=John Doe" "/sone-vo/ sub-grp/ Rol e=prod" voprod

he will get the username corresponding to the FQAN found in the proxy that the user creates for
use by the client software. If the user actually creates several rolesin his proxy, authorization (and
subsequent check of path and file system permissions) will be attempted for each role in the order
that they are found in the proxy.

InaG i dFTP URL, the user may also explicitly request a username.

gsiftp://doeprod@t p-door. exanpl e.org: 2811/testfilel

in which case other roles will be disregarded.

Authorizing a VO

Instead of individual DN, itisallowedtouse* or " *" asthefirst field, such as

Example:

"*" "[desy/ Rol e=production/" desyprod

In that case, any DN with the corresponding role will match. It should be noted that a match isfirst
attempted with the explicit DN. Thereforeif both DN and " * " matches can be made, the DN match
will take precedence. Thisistrue for the revocation matches as well (see below).

Thusauser with subject/ C=DE/ O=CGer manG i d/ OU=DESY/ CN=John Doe androle/ desy/
Rol e=pr oduct i on will bemappedto usernamedesypr od viatheabovest or age- aut hzdb
linewith" *" for the DN, except if thereis also aline such as

"/ C=DE/ O=Ger manG i d/ OQU=DESY/ CN=John Doe" "/ desy/ Rol e=producti on" desyprod2

in which case the username will be desypr od2.

Revocation Entries

To create arevocation entry, add aline with adash (- ) as the username, such as

"/ C=DE/ O=Ger manG'i d/ OU=DESY/ CN=John Doe" "/ desy/ production" -

or modify the username of the entry if it already exists. The behaviour is undefined if there are two
entries which differ only by username.

Since DN is matched first, if a user would be authorized by his VO membership through a” *" entry,
but is matched according to his DN to a revocation entry, authorization would be denied. Likewise if a
whole VO were denied in arevocation entry, but some user in that VO could be mapped to a username
through his DN, then authorization would be granted.
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More Examples

Example:

Supposethat there are usersin production rolesthat are expected to writeinto the storage system data
which will be read by other users. In that case, to protect the data the non-production users would
be given read-only access. Herein/ et ¢/ gri d- securi ty/ gri d- vor ol enap the production
role mapsto username crs pr od, and the role which reads the data mapsto cnsuser .

"*" "[cms/ uscrs/ Rol e=cnmsprod” cnsprod "*" "/cns/uscns/ Rol e=cnsuser” cnsuser

The read-write privilege is controlled by the third field in the linesof / et ¢/ gri d- securi ty/
st or age- aut hzdb

aut hori ze cnsprod read-wite 9811 5063 / /data /
aut hori ze cnsuser read-only 10001 6800 / /data /

Example:

Another use case is when users are to have their own directories within the storage system. This
can be arranged within the gPl azma configuration files by mapping each user’s DN to a unique
username and then mapping each username to aunique root path. Asan example, linesfrom/ et c/
grid-security/grid-vorol emap would therefore be written

"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Sel by Boot h" "/cnms" cns821

"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Kenj a Kassi" "/cms" cne822
"/ DC=or g/ DC=doegr i ds/ OU=Peopl e/ CN=Anei | Fauss" "/cnms" cns823

and the corresponding linesfrom/ et ¢/ gri d- securi ty/ st or age- aut hzdb would be

aut hori ze cne821 read-wite 10821 7000 / /data/cns821 /
aut hori ze cne822 read-wite 10822 7000 / /data/cns822 /
aut hori ze cne823 read-wite 10823 7000 / /data/cns823 /

The kpwd plug-in

ThesectioninthegPl azma policy filefor the kpwd plug-in specifiesthelocation of thedcache. kpwd
file, for example

Example:

# dcache. kpwd
kpwdPat h="/ et ¢/ dcache/ dcache. kpwd"

To maintain only one such file, make sure that this is the same location as defined in / usr / shar e/
dcache/ def aul t s/ dcache. properti es.

Use/ usr/ shar e/ dcache/ exanpl es/ gpl azrma/ dcache. kpwd to create thisfile.

To be able to alter entriesin the dcache. kpwd file conveniantly the dcache script offers support for
doing this.

Example:

[user] $dcache kpwd dcuseradd testuser -u 12345 -g 1000 -h / -r / -f /| -wread-wite -p
password
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adds thisto the kpwd file:

passwd testuser ae39aec3 read-wite 12345 1000 / /

There are many more commands for altering the kpwd-file, see the dcache-script help for further
commands available.

The gri dmap plug-in

Two file locations are defined in the policy file for this plug-in:

# grid-mapfile
gri dMapFi | ePat h="/etc/grid-security/grid-mapfile"
st or ageAut hzPat h="/etc/ gri d-security/storage-aut hzdb"

Preparing the gri d-mapfile

Thegri d- mapfi | e isthe same asthat used in other applications. It can be created in various ways,
either by connecting directly to VOMS or GUMS servers, or by hand.

Eachline containstwofields: aDN (Certificate Subject) in quotes, and the usernameit isto be mapped to.

Example:

"/ C=DE/ O=Ger manG i d/ OU=DESY/ CN=John Doe" j ohndoe

When using the gr i dmap plug-in, the st or age- aut hzdb file must also be configured. See the
section called “st or age- aut hzdb” for details.

gPl azma specific dCache configuration

dCache has many parameters that can be used to configure the systems behaviour. Y ou can find all
these parameters well documented and together with their default valuesin the propertiesfilesin/ usr /
shar e/ dcache/ def aul t s/ . To use non-default values, you have to set the new valuesin/ et c/
dcache/ dcache. conf orinthelayout file. Do not change the defaultsin the propertiesfiles! After
changing a parameter you have to restart the concerned cells.

Refer to the file gpl azma. properti es for afull list of properties for gPl azna One commonly
used property isgpl azna. cel | . I i m ts. t hreads, whichisused to set the maximum number of
concurrent requeststo gPl azma. The default valueis 30.

Setting thevaluefor gpl azma. cel | . i m ts. t hr eads too high may resultin large spikes of CPU
activity and the potential to run out of memory. Setting the number too low results in potentially slow
login activity.

Enabling Username/Password Access for Web DAV

This section describes how to activate the Username/Password access for WWebDAV. It uses
dcache. kwpd file as an example format for storing Username/Password information. First make sure
gPl azma2 isenabledinthe/ et ¢/ dcache/ dcache. conf orinthelayout file.

Example:
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Check your WebDAV settings: enable the HTTP access, disalow the anonymous access, disable
reguesting and requiring the client authentication and activate basic authentication.

webdav. aut hn. pr ot ocol =http

webdav. aut hz. anonynous- oper at i ons=NONE

webdav. aut hn. accept-client-cert=fal se

webdav. aut hn. requi re-client-cert=fal se
webdav. aut hn. basi c=true

Adjust the/ et ¢/ dcache/ gpl azma. conf to use the kpwd plug-in (for more information see
aso the section called “Plug-ins’).

It will look something like this:

aut h optional kpwd

map requisite kpwd
session requisite kpwd

The / et ¢/ dcache/ dcache. kpwd file is the place where you can specify the username/
password record. It should contain the username and the password hash, aswell asUID, GID, access
mode and the home, root and fsroot directories:

# set passwd
passwd tanja 6a4cd089 read-wite 500 100 / / /

The passwd-record could be automatically generated by the dCache kpwd-utility, for example:

[root] # dcache kpwd dcuseradd -u 500 -g 100 -h / -r / -f / -wread-wite -p dickerelch tanja

Some file access examples:
curl -u tanja:dickerelch http://webdav-door. exanpl e. org: 2880/ pnf s/

wget --user=tanja --password=di ckerelch http://webdav-door. exanpl e. org: 2880/ pnf s/

gPl azma config example to work with
authenticated webadmin

This section describes how to configuregpl azma to enable the webadmin servlet in authenticated mode
with agrid certificate as well as with a username/password and how to give a user administrator access.

Example:

In this example for the / et ¢/ dcache/ gpl azma. conf file the X. 509 plug-in plugin is used
for the authentication step with the grid certificate and the kpwd plug-in plugin is used for the
authentication step with username/password.

aut h optional x509

aut h optional kpwd

map requisite kpwd
session requisite kpwd

The following example will show how to set up the/ et ¢/ dcache/ dcache. kpwd file:
version 2.1

mappi ng "/ C=DE/ O=Exanpl eOr gani sat i on/ OU=EXAMPLE/ CN=John Doe" j ohn
# the following are the user auth records

login john read-wite 1700 1000 / / /

/ C=DE/ O=Exanpl eOr gani sat i on/ OU=EXAMPLE/ CN=John Doe

# set pwd
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passwd j ohn 8402480 read-wite 1700 1000 / / /

This maps the DN of a grid certificate subj ect =/ C=DE/ O=Exanpl eCr gani sati on/
OU=EXAMPLE/ CN=John Doe to the user j ohn and the entry

login john read-wite 1700 1000 / / /
| C=DE/ O=Cer manGr i d/ OU=DESY/ CN=John Doe

applies unix-like valuesto j ohn, most important isthe 1000, because it isthe assigned GID. This
must match the value of the ht t pd. aut hz. adm n- gi d configured in your webadmin. Thisis
sufficient for login using a certificate. The entry:

passwd j ohn 8402480 read-wite 1700 1000 / / /
enables username/password login, such as avalid login would be user j ohn with some password.

The password is encrypted with the kpwd-algorithm (also see the section called “ The kpwd plug-
in”) and then stored in the file. Again the 1000 hereisthe assigned GID.
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This chapter explains how to configure dCache in order to accessit viathe xr oot d protocol, alowing
xr oot d-Clientslike ROOT's TXNetfile and xrdcp to do file operations against a dCache instancein a
transparent manner. dCache implements version 2.1.6 of xr oot d protocol.

Setting up

To dlow file transfers in and out of dCache using xrootd, a new xrootd door must be started.
This door acts then as the entry point to al xr oot d requests. Compared to the native xrootd server-
implementation (produced by SLAC), thexr oot d door correspondstother edi rect or node.

Toenablethexr oot d door , you haveto changethelayout file corresponding to your dCache-instance.
Enabl e the xrootd-service within the domain that you want to run it by adding the following line

[ <domai nNane>/ xr oot d]

Example:

Y ou can just add the following lines to the layout file:

[ xr oot d- ${ host . nane} Dormai n]
[ xr oot d- ${ host . nanme} Donai n/ xr oot d]

After arestart of the domain running the xr oot d door , done e.g. by executing
[root] # ${dCacheHone}/bi n/dcache restart xrootd-babel fi shDomain

St oppi ng xr oot d- babel fi shDomai n (pi d=30246) 0 1 2 3 4 5 6 7 done
Starting xrootd-babel fi shDomai n done

the xrootd door should be running. A few minutes later it should appear at the web monitoring
interface under "Cell Services' (see the section called “The Web Interface for Monitoring dCache”).

Parameters

The default port the xr oot d door islistening onis 1094. This can be changed two ways:

1. Per door: Edit your instance's layout file, for example /etc/dcache/l ayouts/
exanpl e. conf and add the desired port for the xr oot d door in aseparateline (arestart of the
domain(s) running the xr oot d door isrequired):

[ xr oot d- ${ host . narme} Domai n]
[ xr oot d- ${ host . nane} Domai n/ xr oot d]
port = 1095

2. Globally: Edit / et ¢/ dcache/ dcache. conf and add the variable xr oot d. net . port with
the desired value (arestart of the domain(s) running the xr oot d door isrequired):

xroot d. net. port=1095
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For controlling the TCP-portrange within which xroot d-movers will start listening in
the <pool >Donai n, you can add the properties dcache.net.lan.port.mn and
dcache. net.l an. port. nmax to / etc/dcache/ dcache. conf and adapt them according
to your preferences. The default values can be viewed in / usr/ shar e/ dcache/ def aul t s/
dcache. properti es.

dcache. net. | an. port. ni n=30100
dcache. net. | an. port. max=30200

Quick tests

The subsequent paragraphs describe a quick guide on how to test xr oot d using the xr dcp and ROOT
clients.

Copying files with xrdcp

A simple way to get files in and out of dCache via xr oot d is the command xrdcp. It isincluded in
every xrootd and ROOT distribution.

To transfer asingle filein and out of dCache, just issue

[user] $ xrdcp /bin/sh root://<xrootd-door.exanpl e.org>/pnfs/<exanpl e. org>/ dat a/ xrd_t est
[user] $ xrdcp root://<xrootd-door.exanple.org>/pnfs/<exanpl e.org>/datal/xrd_test /dev/null

Accessing files from within ROOT

This simple ROOT example shows how to write arandomly filled histogram to afile in dCache:

root [0] THLF h("testhisto", "test", 100, -4, 4);

root [1] h->Fill Randon{"gaus", 10000);

root [2] TFile *f = new TXNetFile("root://<door_hostnane>//pnfs/ <exanpl e. or g>/ dat a/

test.root", "new');

061024 12:03:52 001 Xrd: Create: (C) 2004 SLAC INFN XrdCient 0.3

root [3] h->Wite();

root [4] f->Wite();

root [5] f->Cose();

root [6] 061101 15:57:42 14991 Xrd: XrddientSock:: RecvRaw. Error reading from socket: Success
061101 15:57:42 14991 Xrd: XrddientMessage:: ReadRaw. Error readi ng header (8 bytes)

Closing remote xr oot d filesthat live in dCache produces this warning, but has absolutely no effect on
subsequent ROOT commands. It happens because dCache closes all TCP connections after finishing a
file transfer, while xrootd expects to keep them open for later reuse.

Toread it back into ROOT from dCache:

root [7] TFile *reopen = TXNetFile ("root://<door_hostname>//pnfs/<exanpl e. or g>/ dat a/
test.root", "read");
root [8] reopen->ls();

TXNet Fi | e** /] pnf s/ <exanpl e. or g>/ dat a/ t est. r oot
TXNet Fi | e* /1 pnf s/ <exanpl e. org>/ dat a/ t est. r oot
KEY: THLF testhisto; 1 t est

Xr oot d security

Read-Write access

Per default dCache xrootd is restricted to read-only, because plain xrootd is completely
unauthenticated. A typical error message on the clientside if the server is read-only looks like:
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[user] $ xrdcp -d 1 /bin/sh root://ford.desy. de//pnfs/desy. de/datal/xrd_test2

Setting debug level 1

061024 18:43:05 001 Xrd: main: (C) 2004 SLAC I NFN xrdcp 0.2 beta

061024 18:43:05 001 Xrd: Create: (C) 2004 SLAC I NFN Xrdd ient kXR_ ver002+kXR_asyncap

061024 18:43:05 001 Xrd: Showlrls: The converted URLs count is 1

061024 18:43:05 001 Xrd: ShowUrls: URL n.1: root://ford.desy. de: 1094//pnfs/ desy. de/ dat a/ asdf as.
061024 18:43:05 001 Xrd: Open: Access to server granted.

061024 18:43:05 001 Xrd: QOpen: Opening the renpte file /pnfs/desy. de/data/asdf as

061024 18:43:05 001 Xrd: XrdCient::TryQpen: doitparallel=1

061024 18:43:05 001 Xrd: Open: File open in progress.

061024 18:43:06 5819 Xrd: SendGenCommand: Server declared: Perm ssion denied. Access is read only.
(error code: 3003)

061024 18:43:06 001 Xrd: Cose: File not opened.

Error accessing path/file for root://ford//pnfs/desy.de/data/asdfas

To enable read-write access, add the following line to ${ dCacheHone} / et ¢/ dcache. conf

xr oot dl sReadOnl y=f al se

and restart any domain(s) running axr oot d door .

Please note that due to the unauthenticated nature of this access mode, files can be written and read to/
from any subdirectory inthe pnf s namespace (including the automatic creation of parent directories). If
there is no user information at the time of request, new files/subdirectories generated through xr oot d
will inherit UID/GID from its parent directory. The user used for this can be configured via the
xr oot d. aut hz. user property.

Permitting read/write access on selected
directories

To overcomethe security issue of uncontrolled xr oot d read and write access mentioned in the previous
section, it ispossible to restrict read and write access on a per-directory basis (including subdirectories).

To activate this feature, a colon-seperated list containing the full paths of authorized directories must
beaddedto/ et ¢/ dcache/ dcache. conf . You will need to specify the read and write permissions

separately.

xr oot d. aut hz. r ead- pat hs=/ pnf s/ <exanpl e. or g>/ r pat hl: / pnf s/ <exanpl e. or g>/ r pat h2
xrootd. authz. write-paths=/pnfs/<exanpl e. or g>/ wpat hl: / pnf s/ <exanpl e. or g>/ wpat h2

A restart of thexr oot d door isrequired to make the changes take effect. As soon as any of the above
properties are set, all read or write requests to directories not matching the allowed path lists will be
refused. Symlinks are however not restricted to these prefixes.

Token-based authorization

The xr oot d dCache implementation includes a generic mechanism to plug in different authorization
handlers. The only plugin available so far implements token-based authorization as suggested in http://
people.web.psi.ch/feichtinger/doc/authz.pdf.

The first thing to do is to setup the keystore. The keystore file basically specifies all RSA-keypairs
used within the authorization process and has exactly the same syntax as in the native xrootd
tokenauthorization implementation. In thisfile, each line beginning with the keyword KEY corresponds
to a certain Virtual Organisation (VO) and specifies the remote public (owned by the file catalogue)
and the local private key belonging to that VO. A line containing the statement " KEY VO *" defines
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a default keypair that is used as a fallback solution if no VO is specified in token-enhanced xr oot d
reguests. Lines not starting with the KEY keyword are ignored. A template can be found in / usr/
shar e/ dcache/ exanpl es/ xr oot d/ keyst or e.

The keys itself have to be converted into a certain format in order to be loaded into the authorization
plugin. dCache expects both keysto be binary DER-encoded (Distinguished Encoding Rulesfor ASN.1).
Furthermore the private key must be PKCS #8-compliant and the public key must follow the X.509-
standard.

The following example demonstrates how to create and convert a keypair using OpenSSL:

Generate new RSA private key
[root] # openssl genrsa -rand 12938467 -out key.pem 1024

Create certificate request
[root] # openssl req -new -inform PEM -key key.pem -outform PEM -out certreq. pem

Create certificate by self-signing certificate request
[root] # openssl x509 -days 3650 -signkey key.pem-in certreq.pem-req -out cert.pem

Extract public key from certificate

[root] # openssl x509 -pubkey -in cert.pem-out pkey.pem

[root] # openssl pkcs8 -in key.pem -topk8 -nocrypt -outform DER -out <new private_ key>
[root] # openssl enc -base64 -d -in pkey.pem -out <new public_key>

Only thelast two lines are performing the actual conversion, therefore you can skip the previouslinesin
caseyou aready have akeypair. Make sure that your keystore file correctly pointsto the converted keys.

To enable the plugin, it is necessary to add the following two lines to the file / et ¢/ dcache/
dcache. conf, sothat it lookslike

xr oot dAut hzPl ugi n=or g. dcache. xr oot d. securi ty. pl ugi ns. t okenaut hz. TokenAut hori zati onFact ory
xr oot dAut hzKeyst or e=<Pat h_t o_your _Keyst ore>

After doing a restart of dCache, any requests without an appropriate token should result in an error
saying"aut hori zati on check fail ed: No authorization token found in open
request, access denied. (error code: 3010)".

If both tokenbased authorization and read-only access are activated, the read-only restriction will
dominate (local settings have precedence over remote file catal ogue permissions).

Strong authentication

The xr oot d-implementation in dCache includes a pluggable authentication framework. To control
which authentication mechanism is used by xr oot d, add the xr oot dAut hNPI ugi n option to your
dCache configuration and set it to the desired value.

Example:

For instance, to enable GSI authentication in xr oot d, add the following lineto/ et ¢/ dcache/
dcache. conf:

xr oot dAut hNPI ugi n=gsi

When using GSI authentication, depending on your setup, you may or may not want
dCache to fail if the host certificate chain can not be verified against trusted certificate

111




dCache as xRootd-Server

authorities. Whether dCache performs this check can be controlled by setting the option
dcache. aut hn. hostcert.verify:

dcache. aut hn. hostcert. verify=true

Authorization of the user information obtained by strong authentication is performed by contacting the
gPl azma service. Please refer to Chapter 10, Authorization in dCache for instructions about how to
configuregPl azma.

Security consideration

In general GSI on xr oot d is not secure. It does not provide confidentiality and integrity
guarantees and hence does not protect against man-in-the-middle attacks.

Precedence of security mechanisms

The previously explained methods to restrict access via xr oot d can also be used together. The
precedence applied in that caseis as following:

Note

The xr oot d-door can be configured to use either token authorization or strong authentication
with gPl azma authorization. A combination of both is currently not possible.

The permission check executed by the authorization plugin (if one is installed) is given the lowest
priority, becauseit can controlled by aremote party. E.g. in the case of token based authorization, access
control is determined by the file catalogue (globa namespace).

The same argument holds for many strong authentication mechanisms - for example, both the GSI
protocol as well as the Ker ber os protocols require trust in remote authorities. However, this only
affects user authentication, while authorization decisions can be adjusted by local site administrators by
adapting the gPl azma configuration.

To alow local site's administrators to override remote security settings, write access can be further
restricted to few directories (based on the local namespace, the pnf s). Setting xr oot d accessto read-
only hasthe highest priority, overriding all other settings.

Other configuration options

The xr oot d-door has several other configuration properties. You can configure various timeout
parameters, the thread pool sizes on pools, queue buffer sizes on pools, the xr oot d root path, the
xr oot d user andthexr oot d 10 queue. Full descriptions on the effect of those can befoundin/ usr /
shar e/ dcache/ def aul t s/ xr oot d. properti es.
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Chapter 12. dCache as NFSv4. 1
Server

This chapter explains how to configure dCachein order to accessit viathe NFSv4. 1 protocol, allowing
clients to mount dCache and perform POSIX 10 using standard NFSv4. 1 clients.

| mportant

The pNFS mentioned in this chapter is the protocol NFSv4. 1/ pNFS and not the namespace
pnfs.

Setting up

To alow file transfersin and out of dCache using NFSv4. 1/ pNFS, anew NFSv4. 1 door must be
started. This door acts then as the mount point for NFS clients.

To enable the NFSv4. 1 door, you have to change the layout file corresponding to your dCache-
instance. Enable the nf s within the domain that you want to run it by adding the following line

[ <donai nName>/ nf s]
nfs.version = 4.1

Example:

Y ou can just add the following lines to the layout file:

[ nfs-${host. nane} Domai n]
[ nfs-${host. nane} Domai n/ nf s]
nfs.version = 4.1

Inadditiontorunan NFSv4. 1 door you need to add exportstothe/ et ¢/ expor t s file. Theformat
of / et ¢/ export s issimilar to the one which is provided by Linux:

#
<pat h> [host [(options)]]

Where <opt i ons> isacomma separated combination of:

ro
matching clients can access this export only in read-only mode

rw
matching clients can access this export only in read-write mode

sec=kr b5
matching clients must access NFS using RPCSEC_GSS authentication. The Quality of Protection
(QOP) is NONE, e.g., the data is neither encrypted nor signed when sent over the network.
Nevertheless the RPC packets header still protected by checksum.

sec=kr b5i
matching clients have to access NFS using RPCSEC_GSS authentication. The Quality of Protection
(QOP) isINTEGRITY. The RPC requests and response are protected by checksum.
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sec=kr b5p
matching clients have to access NFS using RPCSEC _GSS authentication. The Quality of Protection
(QOP) is PRIVACY. The RPC requests and response are protected by encryption.

For example:

Example:

#
/ pnfs/dcache. org/data *.dcache.org (rw, sec=krb5i)

Notice, that security flavour used at mount time will be used for client - pool comminication as well.

Configuring NFSv4. 1 door with GSS-API
support

Adding sec=kr b5 into/ et ¢/ export s isnot sufficient to get kerberos authentication to work.

All clients, pool nodes and node running NFSv4. 1 door must have a valid kerberos configuration.
Each clients, pool node and node running NFSv4. 1 door must havea/ et ¢/ kr b5. keyt ab with
nf s service principal:

nf s/ host . domai n@:YOUR. REALM>

The/ et ¢/ dcache/ dcache. conf on pool nodes and node running NFSv4. 1 door must enable
kerberos and RPCSEC_GSS:

nfs.rpcsec_gss=true

dcache. aut hn. ker ber os. r eal m=<YCOUR. REAL V>

dcache. aut hn. j aas. confi g=/ et ¢/ dcache/ gss. conf

dcache. aut hn. ker ber os. key-di stri bution-center-Ilist=your.kdc. server

The/ et c/ dcache/ gss. conf on pool nodes and node running NFSv4. 1 door must configure
Java's security module:

com sun. security.jgss.accept {

com sun. security. aut h. nodul e. Kr b5Logi nMbdul e requi red
doNot Pronpt =t rue

useKeyTab=t rue

keyTab="${/}et c${/} krb5. keyt ab"

debug=f al se

st or eKey=true

princi pal =" nf s/ host . domai n@:YOUR. REALM>"

I

Now your NFS client can securely access dCache.

Configuring principal-id mapping for NFS
access

The NFSv4. 1 uses utf8 based strings to represent user and group names. Thisis the case even for non-
kerberos based accesses. Nevertheless UNIX based clients as well as dCache internally use numbers
to represent uid and gids. A special service, caled i dmapd, takes care for principal-id mapping. On
the client nodes the file / et ¢/ i dmapd. conf is usually responsible for consistent mapping on the
client side. On the server side, in case of dCache mapping done through gplazma2. Thei dentity
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type of plug-in required by id-mapping service. Please refer to Chapter 10, Authorization in dCache for
instructions about how to configure gPl azma.

Note, that nf s4 domai n on clients must match nf s. domai n valueindcache. conf .

To avoid big latencies and avoiding multiple queries for the same information, like ownership of afiles
in a big directory, the results from gPl aznma are cached within NFSv4. 1 door . The default values
for cache size and life time are good enough for typical installation. Nevertheless they can be overriden
indcache. conf or layoutfile:

# maxi mal nunber of entries in the cache
nfs.idnmap. cache. si ze = 512

# cache entry maximal lifetine
nfs.idmap. cache. ti meout = 30

# time unit used for tineout. Valid values are:
# SECONDS, M NUTES, HOURS and DAYS
nfs.idmap. cache. tineout.unit = SECONDS
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Introduction

Sorage Resource Managers (SRVE) are middleware components whose function is to provide dynamic
space all ocation and file management on shared storage components on the Grid. SRVs support protocol
negotiation and a reliable replication mechanism. The SRM specification [https://sdm.Ibl.gov/srm-wg/
doc/SRM.v2.2.html] standardizes the interface, thus allowing for a uniform access to heterogeneous
storage elements.

The SRMutilizes the Grid Security Infrastructure (GSI ) for authentication. The SRMis a Web Service
implementing a published WSDL document. Please visit the SRM Working Group Page [http:/
sdm.Ibl.gov/srm-wg/] to seethe SRMVersion 1.1 and SRMV ersion 2.2 protocol specification documents.

The SRMprotocol usesHTTP over GSI as atransport. The dCache SRMimplementation added HTTPS
asatransport layer option. The main benefits of using HTTPS rather than HTTP over GSI isthat HTTPS
isastandard protocol and has support for sessions, improving latency in case a client needs to connect to
the same server multiple times. The current implementation does not offer a delegation service. Hence
sr nCopy will not work with SRMover HTTPS. A separate delegation service will be added in alater
release.

Configuring the sr mservice
The Basic Setup

Like other services, the sr mservice can be enabled in the layout file / et ¢/ dcache/ | ayout s/
<ny| ayout > of your dCache installation. For an overview of the layout file format, please see the
section called “ Defining domains and services’.

Example:

To enable SRMin aseparate <sr m ${ host . nane} Donmai n>in dCache, add the following lines
to your layout file:

[ <sr m ${ host . nane} Dormai n>]
[ <sr m ${ host . nane} Domai n>/ srnj

The use of the sr mservice requires an authentication setup, see Chapter 10, Authorization in dCachefor
ageneral description or the section called “ Authentication and Authorization in dCache” for an example
setup with X. 509 certificates.

Y ou can now copy afileinto your dCache using the SRM

Note

Please make sure to use latest srmcp client otherwise you will need to specify - 2 in order to
use theright version.

[user] $ srntp file:////bin/sh srm//<dcache.exanple. org>: <8443>/data/world-witable/srmtest-file
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copy it back

[user] $ srntp srm//<dcache. exanpl e. org>: <8443>/data/worl d-witable/srmtest-file file:////tnp/
srntestfile.tnp

and delete it

[user] $ srnmrm srm//<dcache. exanpl e. org>: <8443>/data/worl d-witable/srmtest-file

Important sr mconfiguration options

The defaults for the following configuration parameters can befound inthe . pr operti es filesinthe
directory / usr/ shar e/ dcache/ def aul t s.

If you want to modify parameters, copy themto/ et ¢/ dcache/ dcache. conf ortoyour layout file
/ et c/ dcache/ | ayout s/ <nyl ayout > and update their value.

Example:

Change the value for srm db. host inthelayout file.

[ <sr m ${ host . nane} Domai n>]
[ <sr m ${ host . nane} Domai n>/ sr nj
srm db. host =host nane

The property srmrequest. copy.threads controls number of copy requests in the
running state. Copy requests are 3-rd party srm transfers and therefore the property
transfermanagers.limts. external -transfers is best to be set to the same value as
shown below.

srm request. copy.threads=250
transfermanagers.|limts. external -transfers=${srmrequest. copy.threads}

The common value should be the roughly equal to the maximum number of the SRM- to -SRMcopies
your system can sustain.

Example:

So if you think about 3 gridftp transfers per pool and you have 30 pools then the number should
be 3x30=90.

srmrequest. copy.threads=90
transfermanagers.|limts. external -transfers=90

Example:

US-CMST1 has:

srm request. copy.t hreads=2000
transfermanagers.limnts. external -transfers=2000

Note

SRMmight produce a lot of log entries, especialy if it runsin debug mode. It is recommended
to make sure that logs are redirected into afile on alarge disk.
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Utilization of Space Reservations for Data
Storage

SRM version 2.2 introduced a concept of space reservation. Space reservation guarantees that the
requested amount of storage space of a specified type is made available by the storage system for a
specified amount of time.

Users can create space reservations using an appropriate SRMclient, although it is more common for
the dCache administrator to make space reservations for V Os (see the section called “ SpaceManager
configuration”. Each space reservation has an associated I D (or spacetoken). VOsthen can copy directly
into space tokens assigned to them by the dCache administrator.

When afile is about to be transferred to a storage system, the space available in the space reservation
is checked if it can accomodate the entire file. If yes, this chunk of space is marked as alocated, so
that it can not be taken by another, concurrently transferred file. If the file is transferred successfully
the allocated space becomes used space within the space reservation, else the allocated space is released
back to the space reservation as free space.

SRMspace reservation can be assigned a non-unique description which can be used to query the system
for space reservations with a given description.

dCache only manages write space, i.e. space on disk can be reserved only for write operations. Once
files are migrated to tape, and if no copy is required on disk, space used by these files is returned back
into space reservation. When files are read back from tape and cached on disk, they are not counted as
part of any space.

Properties of Space Reservation

A space reservation has aretention policy and an access latency.

Retention policy describesthe quality of the storage servicethat will be provided for the data (files) stored
in the space reservation and access latency describes the availability of this data. The SRMspecification
requires that if a space reservation is given on upload, then the specified retention policy and access
latency must match those of the space reservation.

Thedefault valuesfor theretention policy and accesslatency can bechangedinthefile/ et ¢/ dcache/
dcache. conf.

Retention policy
The vaues of retention policy supported by dCache are REPLI CA and CUSTCODI AL.

» REPLI CA correspondsto thelowest quality of the service, usually associated with storing asingle
copy of each file on the disk.

e CUSTQODI AL isthe highest quality service, usually interpreted as storage of the data on tape.
Once afileiswritten into a given space reservation, it inherits the reservation’ s retention policy.

If the space reservation request does not specify aretention policy, we will assign avalue given by
spacenmanager . defaul t-retenti on-policy. Thedefault valueis CUSTCODI AL.

Edit thefile/ et ¢/ dcache/ dcache. conf to change the default value.

Example:
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Change the default value to REPLI CA.

spacenanager . def aul t -ret enti on- pol i cy=REPLI CA

Note

spacenmanager . defaul t-retenti on-policy merely specifies to vaue to use
while allocating space reservations when no value was given by the client or dCache admin.
It is not to be confused with pnf smanager . def aul t - r et enti on- pol i cy which
specifies the default retention policy of files uploaded outside of any space reservation.

Access latency
The two values allowed for access latency are NEARLI NE and ONLI NE.

e NEARLI NE meansthat data stored in this reservation is allowed to migrate to permanent media.
Retrieving these datamay result in del ays associated with preparatory stepsthat the storage system
has to perform to make these data available for the user 1/0 (e.g., staging data from tape to a disk
cache).

* ONLI NE means that data is readily available allowing for faster access.

In case of dCache ONLI NE means that there will always be a copy of the file on disk, while
NEARLI NE does not provide such guarantee. As with retention policy, once afile iswritten into a
given space reservation, it inherits the reservation’ s access latency.

If a space reservation request does not specify an access latency, we will assign a value given by
spacemanager . def aul t - access- | at ency. The default value is NEARLI NE.

Edit thefile/ et c/ dcache/ dcache. conf to change the default value.

Example:

Change the default value to ONLI NE.

spacenanager . def aul t - access- | at ency=0ONLI NE

Note

spacenmanager . def aul t - access- | at ency merely specifiesto valueto use while
allocating space reservations when no value was given by the client or dCache admin. It is
not to be confused with pnf smanager . def aul t - access- | at ency which specifies
the default retention policy of files uploaded outside of any space reservation.

| mportant

Please make sure to use capital letters for REPLI CA, CUSTCODI AL, ONLI NE and NEARLI NE
otherwise you will receive an error message.

dCache specific concepts
Activating SRMSpaceManager

In order to enable the SRM SpaceManager you need to add the spacemanager service to your
layout file
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[ <dCacheDonai n>]
[ <dCacheDonai n>/ spacemanager ]

and add the following definitioninthefile/ et ¢/ dcache/ dcache. conf

dcache. enabl e. space-reservati on=true

Unlessyou have reason not to, we recommend placing thespacemanager serviceinthe samedomain
asthe pool nanager service.

Explicit and Implicit Space Reservations for Data
Storage in dCache

Explicit Space Reservations

Each SRMspace reservation is made against the total available disk space of a particular link group. If
dCache is configured correctly each byte of disk space, that can be reserved, belongs to one and only
one link group. See the section called “ SpaceManager configuration” for a detailed description.

| mportant

Make sure that no pool belongs to more than one pool group, no pool group belongs to more
than one link and no link belongs to more than one link group.

If aspace reservation is specified during upload, the file will be stored init.

Files written into a space made within a particular link group will end up on one of the pools belonging
to this link group. The difference between the link group’s free space and the sum of al its space
reservation’s unused space is the available space of the link group. The available space of alink group
is the space that can be alocated for new space reservations.

Thetotal spacein dCache that can be reserved isthe sum of the available spaces of all link groups. Note
however that a space reservation can never span more than asingle link group.

Implicit Space Reservations

dCache can perform implicit space reservations for non-SRM transfers, SRM Version 1 transfers and
for SRMVersion 2.2 data transfers that are not given the space token explicitly. The parameter that
enables this behavior issrm enabl e. space-reservation.inplicit, whichisdescribedin
the section called “ SRM configuration for experts’. If no implicit space reservation can be made, the
transfer will fail.

Implicit space reservation means that the sr mwill create a space reservation for a single upload while
negotiating the transfer parameters with the client. The space reservation will be created in alink group
for which the user is authorized to create space reservations, which has enough available space, and
which is able to hold the type of file being uploaded. The space reservation will be short lived. Once it
expires, it will be released and the file it held will live on outside any space reservation, but still within
the link group to which it was uploaded. Implicit space reservations are thus atechnical meansto upload
filesto link groups without using explicit space reservations.

The reason dCache cannot just alow the file to be uploaded to the link group without any space
reservation at al is, that we have to guarantee, that space already allocated for other reservationsisn’'t
used by the file being uploaded. The best way to guarantee that there is enough space for the file is to
make a space reservation to which to upload it.
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In case of SRMversion 1.1 data transfers, where the access latency and retention policy cannot be
specified, and in case of SRM V2.2 clients, when the access latency and retention policy are not
specified, default values will be used. First SRMwill attempt to use the values of access latency and
retention policy tags from the directory to which a file is being written. If the tags are not present,
then the access latency and retention policy will be set on basis of pnf smanager defaults controlled
by pnf smanager . def aul t -ret enti on- pol i cy and pnf snmanager . def aul t - access-
| at ency variablesin/ et ¢/ dcache/ dcache. conf.

You can check if the AccessLat ency and Ret enti onPol i cy tags are present by using the
following command:

[root] # /usr/bin/chimera Istag /path/to/directory
Total : nunber Of Tags

tagl

tag2

AccesslLat ency

Ret enti onPol i cy

If the output containsthe lines AccessLat ency and Ret ent i onPol i cy then the tags are aready
present and you can get the actual values of these tags by executing the following commands, which are
shown together with example outputs:

Example:

[root] # /usr/bin/chinmera readtag /data/experinment-a AccesslLatency
ONLI NE

[root] # /usr/bin/chinera readtag /datal/experinent-a RetentionPolicy
CUSTODI AL

Thevalid AccessLat ency valuesare ONLI NE and NEARLI NE, valid Ret ent i onPol i cy values
are REPL| CA and CUSTODI AL.

To create/change the values of the tags, please execute :

[root] # /usr/bin/chimera witetag /path/to/directory AccessLatency "<New AccesslLat ency>"
[root] # /usr/bin/chimera witetag /path/to/directory RetentionPolicy "<New RetentionPolicy>"

Note

Some clients also have default values, which are used when not explicitly specified by the user.
In this case server side defaults will have no effect.

Note

If the implicit space reservation is not enabled, pools in link groups will be excluded from
consideration and only the remaining pools will be considered for storing the incoming data,
and classical pool selection mechanism will be used.

SpaceManager configuration
SRMSpaceManager and Link Groups

SpaceManager ismaking reservationsagainst free spaceavailablein link groups. Thetotal free space
in the given link group is the sum of available spacesin al links. The available spacein each link isthe
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sum of all sizesof available spacein all poolsassinged to agiven link. Thereforefor the space reservation
to work correctly it is essential that each pool belongs to one and only one link, and each link belongs
to only one link group. Link groups are assigned several parameters that determine what kind of space
the link group corresponds to and who can make reservations against this space.

Making a Space Reservation

Now that the SRMSpaceManager isactivated you can make a space reservation. As mentioned above
you need link groups to make a space reservation.

Prerequisites for Space Reservations

Login to the admin interface and cd to the cell Sr nSpaceManager .

[user] $ ssh -p 22224 -1 admin adm n. exanpl e. org
(local) adnmin > cd SrnSpaceManager

Typelslink groups to get information about link groups.

( SrmSpaceManager) adnmin > Is |ink groups

The lack of output tells you that there are no link groups. As there are no link groups, no space can be
reserved.

The Link Groups

For ageneral introduction about link groups see the section called “Link Groups’.

Example:

In this example we will create alink group for the VO desy. In order to do so we need to have a
pool, apool group and alink. Moreover, we define unit groups named any- st or e, wor | d- net
and any- pr ot ocol . (See the section called “ Types of Units’.)

Define apool in your layout file, add it to your pool directory and restart the pool Donmai n.

[ pool Donwgi n]

[ pool Donmi n/ pool ]

pat h=/ srv/ dcache/ spacenmanager - pool
name=spacenmanager - pool

[root] # nkdir -p /srv/dcache/ spacemanager - pool
[root] # /usr/bin/dcache restart

In the admin interface, cd to the Pool Manager and create apool group, alink and alink group.

( SrnSpaceManager) admin > ..

(local) adnmin > cd Pool Manager

(Pool Manager) admin > psu create pgroup spacenmanager_pool G oup

(Pool Manager) adm n > psu addto pgroup spacemanager_pool G oup spacenanager - pool

(Pool Manager) admin > psu renovefrom pgroup default spacenmanager - pool

(Pool Manager) adm n > psu create |ink spacemanager _WiteLi nk any-store worl d-net any-protocol
(Pool Manager) admn > psu set |ink spacemanager WitelLink -readpref=10 -witepref=10 -
cachepref=0 -p2ppref=-1

(Pool Manager) admn > psu add |ink spacenmanager _WitelLink spacenmanager_pool G oup

(Pool Manager) admin > psu create |inkG oup spacemanager_WiteLi nkG oup

(Pool Manager) admn > psu set |inkG oup custodial All oned spacenmanager _WitelLi nkGroup true

( Pool Manager) admin > psu set |inkGoup replicaAllowed spacemanager _WiteLi nkG oup true
(Pool Manager) admin > psu set |inkG oup nearlineAllowed spacemanager _WitelLi nkGroup true
(Pool Manager) admin > psu set |inkG oup onlineAllowd spacenanager_WiteLi nkG oup true

(Pool Manager) admn > psu addto |inkG oup spacenmanager_WiteLi nkG oup spacenmanager Wi teLi nk
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(Pool Manager) adm n > save
(Pool Manager) admin > ..

Check whether the link group is available. Note that this can take several minutes to propagate to
spacemanager.

(local) admin > cd SrnSpaceManager

( SrnSpaceManager) admin > Is |ink groups

FLAGS CNT RESVD AVAI L FREE UPDATED NAME
--rc:no 0 0 + 7278624768 = 7278624768 2011-11-28 12:12:51 spacenmanager Wit eLi nkG oup

Thelink groupspacemanager _W i t eLi nkG oup wascreated. Herethe flagsindicatefirst the
status (- indicates that neither the expired [€] nor the released flags[r] are set), followed by the type
of reservations alowed in the link group (here replica[r], custodial [c], nearline [n] and online [0]
files; output [0] files are not allowed - see help Islink groups for details on the format). No space
reservations have been created, as indicated by the count field. Since no space reservation has been
created, no space in the link group is reserved.

The SpaceManager Li nkG oupAut hori zationFil e

Now you needto edittheLi nkGr oupAut hori zat i on. conf file. Thisfilecontainsalist of thelink
groups and all the VOs and the VO Roles that are permitted to make reservationsin agiven link group.

Specify the location of the Li nkG oupAut hori zati on. conf file in the / et ¢/ dcache/
dcache. conf file.

spacenmanager . aut hz. | i nk- group-fil e-name=/pat h/t o/ Li nkG oupAut hori zat i on. conf
ThefileLi nkG oupAut hori zat i on. conf hasfollowing syntax:

LinkGroup <NaneOf Li nkG oup> followed by the list of the Fully Qualified Attribute Names
(FQANS). Each FQAN is on a separate line, followed by an empty line, which is used as a record
separator, or by the end of thefile.

FQAN isusually astring of the form <\VO>/Role=<VORol e>. Both <VO> and <VVORol e> can be set
to*,inthiscaseall VOsor VO Roleswill be allowed to make reservations in this link group. Any line
that starts with # is a comment and may appear anywhere.

Rather than an FQAN, a mapped user name can be used. This allows clients or protocols that do not
provide VOMS attributes to make use of space reservations.
#SpaceManager Li nkGr oupAut hori zati onFil e

Li nkG oup <NaneOf Li nkGr oup>
/ <VO>/ Rol e=<VORol e>

Note

You do not need to restat the srm or dCache after changing the
Li nkG oupAut hori zat i on. conf file. The changeswill be applied automatically after a
few minutes.

Useupdatelink groupsto besurethat theLi nkG oupAut hori zat i on. conf fileandthe
link groups have been updated.

( SrmBpaceManager) adnin > update |ink groups
Updat e started.
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Example:

In the example above you created the link group spacenanager _W it eLi nkG oup. Now you
want to allow members of the VO desy with therole pr oduct i on to make a space reservation
in thislink group.

#SpaceManager Li nkGr oupAut hori zati onFil e
# this is cooment and is ignored

Li nkG oup spacemanager _WiteLi nkG oup
#
/ desy/ Rol e=pr oducti on

Example:

In this more general example for a SpaceManager Li nkGr oupAut hori zationFil e
members of theVO desy withrolet est are authorized to make a space reservationin alink group
caleddesy-t est - Li nkG oup. Moreover, al membersof theVO desy are authorized to make
areservation in the link group caled desy- anyone- Li nkG oup and anyone is authorized to
make a space reservation in the link group caled def aul t - Li nkGr oup.

#SpaceManager Li nkGr oupAut hori zati onFi |l e
# this is a cooment and is ignored

Li nkG oup desy-test-Li nkG oup
/ desy/ Rol e=t est

Li nkG oup desy-anyone-Li nkG oup
/ desy/ Rol e=*

Li nkG oup defaul t-Li nkG oup
# al |l ow anyone :-)
*/ Rol e=*

Making and Releasing a Space Reservation as dCache
Administrator

Making a Space Reservation

Example:

Now you can make a space reservation for the VO desy.

( SrnSpaceManager) admin > reserve space -owner=/desy/ Rol e=producti on -desc=DESY_TEST -

Iifeti me=10000 -1 g=spacemanager_WiteLi nkG oup 5MB

110000 voG oup:/desy voRol e: production retentionPolicy: CUSTODI AL accessLat ency: NEARLI NE
l'i nkG oupl d: 0 size: 5000000 created: Fri Dec 09 12:43:48 CET 2011 |ifetinme: 10000000ns
expiration: Fri Dec 09 15:30:28 CET 2011 descri ption: DESY_TEST st at e: RESERVED used: 0
al l ocated: 0

The space token of the reservation is 110000.

Check the status of the reservation by

( SrnSpaceManager) admin > |s spaces -e -h
TOKEN RETENTI ON LATENCY FI LES ALLO USED FREE SI ZE EXPI RES DESCRI PTI ON
110000 CUSTODI AL NEARLI NE 0 OB+ OB+ 5 0M=5.0M2011-12-09 12: 43: 48 DESY_TEST

( SrmSpaceManager) admin > Is link groups -h
FLAGS CNT RESVD AVAI L FREE UPDATED NAME
--rc:no 1 5.0M+ 7.3G = 7.3G 2011-11-28 12:12:51 spacenanager_WiteLi nkG oup
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Herethe - h option indicatesthat approximate, but human readable, byte sizesareto beused, and - e
indicatesthat ephemeral (time limited) reservations should be displayed too (by default time limited
reservations are not displayed as they are often implicit reservations). As can be seen, 5 MB are
now reserved in the link group, although with approximate byte sizes, 5 MB do not make a visible
differencein the 7.3 GB total size.

Y ou can now copy afileinto that space token.

[user] $ srntp file:////bin/sh srm//<dcache.exanpl e. org>: 8443/ data/ worl d-writabl e/ space-
token-test-file -space_t oken=110000

Now you can check via the Webadmin Interface or the Web Interface that the file has been copied
to the pool spacenmanager - pool .

There are several parameters to be specified for a space reservation.

( SrmBpaceManager) admin > reserve space [-al =online|nearline] [-desc=<string>] -I|g=<nane>
[-lifetime=<seconds>] [-owner=<user>|<fqgan>] [-rp=output|replicalcustodial] <size>

[-owner=<user >|<f gan>]
The owner of the space is identified by either mapped user name or FQAN. The owner must be
authorized to reserve space in the link group in which the space isto be created. Besides the dCache
admin, only the owner can release the space. Anybody can however write into the space (although
the link group may only allow certain storage groups and thus restrict which file system paths can
be written to space reservation, which in turn limits who can upload filesto it).

[-al=<AccessLat ency>]
Accesslat ency needsto match one of the access latencies allowed for the link group.

[-rp=<Ret enti onPol i cy>]
Ret ent i onPol i cy needsto match one of the retention policies allowed for the link group.

[-desc=<Descri pti on>]
Y ou can chose a value to describe your space reservation.

-lg=<Li nkG oupName>
Which link group to create the reservation in.

<size>
The size of the space reservation should be specified in bytes, optionally using a byte unit suffix
using either Sl or IEEE prefixes.

[-lifetime=<| i fetine] >

The life time of the space reservation should be specified in seconds. If no lifetime is specified, the
space reservation will not expire automatically.

Releasing a Space Reservation

If a space reservation is not needed anymore it can be released with

( SrmSpaceManager) adnmin > rel ease space <spaceTokenl d>

Example:

( SrnSpaceManager) admin > reserve space -owner=/desy -desc=DESY_TEST -lifeti mre=600 5000000
110042 voG oup:/desy voRol e: production retentionPolicy: CUSTODI AL accessLat ency: NEARLI NE
l'i nkGroupl d: 0 si ze: 5000000 created: Thu Dec 15 12:00: 35 CET 2011 lifetine: 600000nms
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expiration: Thu Dec 15 12:10: 35 CET 2011 descri ption: DESY_TEST st at e: RESERVED used: 0
al l ocated: 0

( SrmSpaceManager) adnmin > rel ease space 110042

110042 voG oup:/desy voRol e: production retentionPolicy: CUSTODI AL accessLat ency: NEARLI NE
Ii nkG oupl d: 0 si ze: 5000000 created: Thu Dec 15 12:00:35 CET 2011 |ifetine: 600000ns
expiration: Thu Dec 15 12:10:35 CET 2011 descri ption: DESY_TEST st at e: RELEASED used: 0
al l ocated: 0

Y ou can see that the value for st at e has changed from RESERVED to RELEASED.

Making and Releasing a Space Reservation as a User

If so authorized, a user can make a space reservation through the SRMprotocol. A user is authorized to
do so using the Li nkGr oupAut hori zat i on. conf file.

VO based Authorization Prerequisites

In order to be able to take advantage of the virtual organization (VO) infrastructure and VO based
authorization and VO based access control to the space in dCache, certain things need to be in place:

» User needs to be registered with the VO.
» User needs to use voms-proxy-init to create a VO proxy.

» dCache needs to use gPl azrma with modules that extract VO attributes from the user’s proxy.
(See Chapter 10, Authorization in dCache, have a look at vornrs plugin and see the section called
“ Authentication and Authorization in dCache” for an example with vons.

Only if these 3 conditions are satisfied the VO based authorization of the SpaceManager will work.

VO based Access Control Configuration

As mentioned above dCache space reservation functionality access control is currently performed at
the level of the link groups. Access to making reservations in each link group is controlled by the
SpaceManager Li nkG oupAut hori zati onFi | e.

Thisfile contains alist of the link groups and all the VOs and the VO Roles that are permitted to make
reservationsin agiven link group.

When a SRM Space Reservation request is executed, its parameters, such as reservation size, lifetime,
access latency and retention policy as well as user's VO membership information is forwarded to the
SRMSpaceManager .

Once a space reservation is created, no access control is performed, any user can store the filesin this
space reservation, provided he or she knows the exact space token.

Making and Releasing a Space Reservation

A user whoisgiventherightsinthe SpaceManager Li nkGr oupAut hori zat i onFi | e can make
a space reservation by

[user] $ srmreserve-space -retention_policy=<RetentionPolicy> -lifetine=<lifetinmelnSecs> -

desired_si ze=<si zel nByt es> - guar ant eed_si ze=<si zel nBytes> srm//<exanpl e. or g>: 8443
Space token =SpaceTokenl d

and release it by

[user] $ srmrel ease-space srm//<exanpl e.org>: 8443 -space_t oken=SpaceTokenl d
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Note

Please note that it is obligatory to specify the retention policy while it is optional to specify the
access latency.

Example:
[user] $ srmreserve-space -retention_policy=REPLICA -lifetine=300 -desired_si ze=5500000 -

guar ant eed_si ze=5500000 srm//srm exanpl e.org: 8443
Space token =110044

The space reservation can be released by:

[user] $ srmrel ease-space srm//srm exanpl e.org: 8443 -space_t oken=110044

Space Reservation without VOMS certificate

If a client uses a regular grid proxy, created with grid-proxy-init, and not a VO proxy, which is
created with the voms-pr oxy-init, when it is communicating with SRMserver in dCache, then the VO
attributes can not be extracted from its credential. In this case the name of the user is extracted from the
Distinguished Name (DN) to use name mapping. For the purposes of the space reservation the name of
the user as mapped by gpl azma is used as its VO Group name, and the VO Role is left empty. The
entry in the SpaceManager Li nkG oupAut hori zat i onFi | e should be:

#Li nkG oupAut hori zati onFil e

#
<user Nanme>

Space Reservation for non SRMTransfers

Edit thefile/ et ¢/ dcache/ dcache. conf to enable space reservation for non SRMtransfers.

spacenanager . enabl e. r eserve- space-for-non-srmtransfers=true

If the spacemanager is enabled, spacenmanager. enabl e. reserve- space-for-non-
srmtransfersissettotrue, andif thetransfer request comesfrom adoor, and there was no prior
space reservation made for thisfile, the SpaceManager will try to reserve space before satisfying the
request.

Possible valuesaret r ue or f al se and the default valueisf al se.

This is analogous to implicit space reservations performed by the sr m except that these reservations
are created by the spacemanager itself. Since an SRM client uses a non-SRM protocol for the
actual upload, setting the above option to true while disabling implicit space reservationsin the srm
will till allow files to be uploaded to a link group even when no space token is provided. Such a
configuration should however be avoided: If the st mdoes not create the reservation itsdlf, it has no way
of communicating access latency, retention policy, file size, nor lifetime to spacenanager .

SRMconfiguration for experts

Thereareafew parametersin/ usr/ shar e/ dcache/ def aul t s/ *. properti es that you might
find useful for nontrivial SRMdeployment.

dcache.enable.space-reservation

dcache. enabl e. space-reservat i on telsif the space management is activated in SRM
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Possible valuesaret r ue and f al se. Defaultist r ue.
Usage example:

dcache. enabl e. space-reservati on=true

srm.enable.space-reservation.implicit

srm enabl e. space-reservation.inplicit telsif the space should be reserved for SRM
Version 1 transfers and for SRMV ersion 2 transfers that have no space token specified.

Possible values are true and fal se. This is enabled by default. It has no effect if
dcache. enabl e. space-reservati onissettotrue.

Usage example:

srm enabl e. space-reservation.inplicit=true

dcache.enable.overwrite

dcache. enabl e. overwite tells SRMand G i dFTP servers if the overwrite is allowed. If
enabled on the SRMnode, should be enabled on all Gri dFTP nodes.

Possiblevaluesaret r ue and f al se. Defaultisf al se.

Usage example:

dcache. enabl e. overwri te=true

srm.enable.overwrite-by-default

srm enabl e. overw it e- by-defaul t Setthistot r ue if you want overwrite to be enabled for
SRMv1.1 interface as well as for SRMv2.2 interface when client does not specify desired overwrite
mode. This option will be considered only if dcache. enabl e. overwriteissettotrue.

Possible valuesaret r ue and f al se. Defaultisf al se.

Usage example:

srm enabl e. overwr it e- by- def aul t =f al se

srm.db.host
srm db. host tells SRMwhich database host to connect to.
Default valueis| ocal host .

Usage example:

srm db. host =dat abase- host . exanpl e. org

spaceManagerDatabaseHost
spaceManager Dat abaseHost tells SpaceManager which database host to connect to.

Default valueis| ocal host .
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Usage example:

spaceManager Dat abaseHost =dat abase- host . exanpl e. or g
pinmanager.db.host

pi nmanager . db. host tellsPi nManager which database host to connect to.
Default valueis| ocal host .

Usage example:

pi nmanager . db. host =dat abase- host . exanpl e. org

srm.db.name

srm db. nane tells SRMwhich database to connect to.
Default valueissr m

Usage example:

srm db. name=srm

srm.db.user

srm db. user tells SRMwhich database user name to use when connecting to database. Do not change
unless you know what you are doing.

Default valueisdcache.
Usage example:

srm db. user =dcache

srm.db.password

srm db. passwor d tells SRMwhich database password to use when connecting to database. The
default value is an enpt y value (no password).

Usage example:

srm db. passwor d=Not Ver ySecr et

srm.db.password.file

srm db. password. fil e tells SRM which database password file to use when connecting
to database. Do not change unless you know what you are doing. It is recommended
that MD5 authentication method is used. To learn about file format please see http://
www.postgresql.org/docs/8.1/static/libpg-pgpass.html. To learn more about authentication methods
please visit http://www.postgresgl.org/docs/8. 1/stati c/encryption-options.html, Please read "Encrypting
Passwords Across A Network" section.

Thisoption is not set by default.

Usage example:
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srm db. password. fil e=/root/.pgpass

srm.request.enable.history-database

srm request . enabl e. hi st or y- dat abase enableslogging of thetransition history of the SRM
reguest in the database. The request transitions can be examined through the command line interface.
Activation of this option might lead to the increase of the database activity, so if the PostgreSQL load
generated by SRMis excessive, disableit.

Possible valuesaret r ue and f al se. Defaultisf al se.
Usage example:

srm request . enabl e. hi st ory- dat abase=true

transfermanagers.enable.log-to-database

transf ermanagers. enabl e. | 0og-t o- dat abase tells SRMto store the information about the
remote (copy, ssrmCopy) transfer details in the database. Activation of this option might lead to the
increase of the database activity, so if the PostgreSQL |oad generated by SRMis excessive, disable it.

Possible valuesaret r ue and f al se. Defaultisf al se.
Usage example:

transf er manager s. enabl e. | og-t o- dat abase=f al se

srmVersion
srnVer si on isnot used by SRM it was mentioned that this value is used by some publishing scripts.

Defaultisver si onl.

srm.root

srmroot tells SRM what the root of al SRM paths is in pnfs. SRM will prepend path
to al the loca SURL paths passed to it by SRM client. So if the srmroot is set to
[ pnfs/fnal.gov/ TH SI STHEPNFSSRMPATH and someone requests the read of srm//
srm exanpl e. org: 8443/fil el, SRMwill trandate the SURL path /fil el into / pnfs/
fnal . gov/ THI SI STHEPNFSSRMPATH/ f i | el. Setting this variable to something different from
/ isequivaent of performing Unix chroot for all SRMaoperations.

Default valueis/ .
Usage example:

srmroot="/pnfs/fnal.gov/datal/experinment"

srm.limits.parallel-streams

srmlints. parall el -streans specifiesthe number of the parallel streamsthat SRMwill use
when performing third party transfers between this system and remote GSI - FTP servers, in response
to SRMv1.1 copy or SRMV2.2 ssmCopy function. This will have no effect on srmPrepareToPut and
srmPrepareToGet command results and parameters of Gri dFTP transfers driven by the SRMclients.

Default valueis 10.
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Usage example:

srmlimts.parallel-streans=20

srm.limits.transfer-buffer.size

srmlimts.transfer-buffer.size specifiesthe number of bytes to use for the in memory
buffers for performing third party transfers between this system and remote GSI - FTP servers, in
responseto SRMv1.1 copy or SRMV 2.2 srmCopy function. Thiswill have no effect on srmPrepareToPut
and srmPrepareToGet command resultsand parametersof G i dFTP transfersdriven by the SRMclients.

Default valueis 1048576.

Usage example:

srmlimts.transfer-buffer.size=1048576

srm.limits.transfer-tcp-buffer.size

srmlinmts.transfer-tcp-buffer.size specifies the number of bytes to use for the tcp
buffers for performing third party transfers between this system and remote GSI - FTP servers, in
responseto SRMv1.1 copy or SRMV 2.2 srmCopy function. Thiswill have no effect on srmPrepareToPut
and srmPrepareT oGet command resultsand parametersof Gr i dFTP transfersdriven by the SRMclients.

Default valueis 1048576.
Usage example:

srmlimts.transfer-tcp-buffer.size=1048576

srm.service.gplazma.cache.timeout

srm servi ce. gpl azma. cache. ti meout specifies the duration that authorizations will be
cached. Caching decreases the volume of messages to the gPl azma cell or other authorization
mechanism. To turn off caching, set the valueto O.

Default valueis 120.

Usage example:

srm service. gpl azma. cache. ti meout =60

srm.limits.request.bring-online.lifetime,
srm.limits.request.put.lifetime and
srm.limits.request.copy.lifetime
srmlimts.request.bring-online.lifetinmne,
srmlimts.request.put.lifetime and srmlinits.request.copy.lifetime
specify thelifetimes of the srmPrepareT oGet (srmBringOnline) srmPrepareT oPut and srmCopy requests

lifetimesin millisecond. If the system isunable to fulfill the requests before the request lifetimes expire,
the requests are automatically garbage collected.

Default valueis 14400000 (4 hours)

Usage example:
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srmlimts.request.bring-online.lifetinme=14400000
srmlimts.request.put.lifetine=14400000
srmlimts.request.copy.lifetine=14400000

srm.limits.request.scheduler.ready.max,
srm.limits.request.put.scheduler.ready.max,
srm.limits.request.scheduler.ready-queue.size and
srm.limits.request.put.scheduler.ready-queue.size

srmlimts.request.schedul er.ready. max and
srmlimts.request. put.schedul er.ready. max specify the maximum number of the
files for which the transfer URLs will be computed and given to the users in response
to SRM get (srmPrepareToGet) and put (srmPrepareToPut) requests. The rest of the files
that are ready to be transfered are put on the Ready queues, the maximum length of
these queues are controlled by srm |inits.request. schedul er.ready-queue. si ze
and srmlimts.request. put.schedul er.ready-queue. si ze paameters. These
parameters should be set according to the capacity of the system, and are usualy greater than the
maximum number of the Gr i dFTP transfers that this dCache instance Gr i dFTP doors can sustain.

Usage example:

srmlimts.request.schedul er.ready-queue. si ze=10000
srmlimts.request.schedul er.ready. nax=2000
srmlimts.request.put.schedul er.ready-queue. si ze=10000
srmlimts.request. put.schedul er.ready. max=1000

srm.limits.request.copy.scheduler.thread.pool.size and
transfermanagers.limits.external-transfers

srmlints.request.copy.schedul er.thread. pool . size and
transfermanagers.limts. external -transfers.

srmlints. request.copy.schedul er.thread. pool.size is used to specify how
many parallel ssrmCopy file copies to execute simultaneously. Once the SRM contacted the
remote SRM system, and obtained a Transfer URL (usualy GSI-FTP URL), it contacts
a Copy Manager module (usually Renot eGSI FTPTr ansf er Manager), and asks it to
perform a Gi dFTP transfer between the remote Gri dFTP server and a dCache pool. The
maximum number of simultaneous transfers that Renot eGSI FTPTr ansf er Manager  will
support is transfernmanagers.|linits. external -transfers, therefore it is important
that transfermanagers.linmits. external -transfers is greater than or equa to
srmlimnmts.request.copy.schedul er.thread. pool. size.

Usage example:

srmlinmts.request.copy.schedul er.thread. pool . si ze=250
transfermanagers.limts. external -transfers=260

srm.enable.custom-get-host-by-address

srm enabl e. cust om get - host - by- address srm enabl e. cust om get - host - by-
addr ess enablesusing the BNL developed procedure for host by IPresolution if standard InetAddress
method failed.

Usage example:

srm enabl e. cust om get - host - by- addr ess=t rue
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srm.enable.recursive-directory-creation

srm enabl e. recursi ve-directory-creation alows or disalows automatic creation of
directoriesviaSRM Set thistot rue or f al se.

Automatic directory creation is allowed by default.
Usage example:

srm enabl e. recursive-directory-creation=true

hostCertificateRefreshPeriod

Thisoption allowsyou to control how often the SRMdoor will reload the server’ shost certificate from the
filesystem. For the specified period, the host certificate will be kept in memory. This speeds up the rate
at which the door can handle requests, but also causesit to be unaware of changes to the host certificate
(for instance in the case of renewal).

By changing this parameter you can control how long the host certificate is cached by the door and
consequently how fast the door will be able to detect and reload arenewed host certificate.

Please note that the value of this parameter has to be specified in seconds.
Usage example:

host Certificat eRefreshPeri 0d=86400

trustAnchorRefreshPeriod

Thet rust Anchor Ref reshPer i od optionissimilar tohost Certi fi cat eRef reshPeri od.
It appliesto the set of CA certificates trusted by the SRMdoor for signing end-entity certificates (along
with some metadata, these form so called trust anchors). Thetrust anchors are needed to make adecision
about the trustworthiness of a certificate in X.509 client authentication. The GSI security protocol used
by SRMbuilds upon X.509 client authentication.

By changing this parameter you can control how long the set of trust anchors remains cached by the
door. Conversely, it also influences how often the door rel oads the set of trusted certificates.

Please note that the value of this parameter has to be specified in seconds.
Tip
Trust-anchors usually change more often than the host certificate. Thus, it might be sensible to

set the refresh period of the trust anchors lower than the refresh period of the host certificate.

Usage example:

trust Anchor Ref r eshPer i 0d=3600

Configuring the PostgreSQL Database

We highly recommend to make sure that PostgreSQL database files are stored on a separate disk
that is not used for anything else (not even PostgreSQL logging). BNL Atlas Tier 1 observed a
great improvement in srm-database communication performance after they deployed PostgreSQL on a
separate dedicated machine.
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SRMor srm monitoring on a separate node

If SRMor srm monitoring is going to be installed on a separate node, you need to add an entry in thefile
/var/lib/pgsqgl/datal/pg_hba. conf forthisnode aswell:

host al | al | <noni toring node> trust
host al | al | <srm node> trust

Thefilepost gresql . conf should contain the following:

#to enabl e network connection on the default port
max_connections = 100
port = 5432

shared_buffers = 114688
wor k_mem = 10240

#t 0o enabl e aut ovacuum ng
stats_row_| evel = on

aut ovacuum = on
aut ovacuum vacuum threshold = 500 # min # of tuple updates before

# vacuum
aut ovacuum anal yze_t hreshol d = 250 # min # of tuple updates before
# anal yze
aut ovacuum vacuum scal e_factor = 0.2 # fraction of rel size before
# vacuum

aut ovacuum anal yze_scal e_factor = 0.1 # fraction of rel size before

setting vacuum cost _del ay m ght be useful to avoid
aut ovacuum penal i ze general perfornance
it is not set in USSCM5 Tl at Fernilab

I'n IN2P3 add_mi ssing_from= on
In Fermlab it is commented out

H O HHHHH

H*

- Free Space Map -
max_f sm pages = 500000

# - Planner Cost Constants -
ef fective_cache_size = 16384 # typically 8KB each

General SRMConcepts (for developers)
The SRMservice

dCache SRMis implemented as a Web Service running in a Jetty servlet container and an Axis Web
Services engine. The Jetty server is executed as a cell, embedded in dCache and started automatically
by the SRM service. Other cells started automatically by SRMare SpaceManager , Pi nManager
and Renot eGSI FTPTr ansf er Manager . Of these services only SRMand SpaceManager require
special configuration.

The SRMconsists of the five categories of functions:

» Space Management Functions

Data Transfer Functions

Request Status Functions

Directory Functions

* Permission Functions

134



dCache Storage
Resource Manager

Space Management Functions

SRM version 2.2 introduces a concept of space reservation. Space reservation guarantees that the
requested amount of storage space of a specified type is made available by the storage system for a
specified amount of time.

We use three functions for space management:
* srnReserveSpace

e Srnet SpaceMet adat a

» srnRel easeSpace

Space reservation is made using the sr mReser veSpace function. In case of successful reservation,
aunique name, called space token is assigned to the reservation. A space token can be used during the
transfer operations to tell the system to put the files being manipulated or transferred into an associated
spacereservation. A storage system ensuresthat the reserved amount of thedisk spaceisindeed available,
thus providing a guarantee that a client does not run out of space until all space promised by the
reservation has been used. When files are deleted, the space is returned to the space reservation.

dCache only manages write space, i.e. space on disk can be reserved only for write operations. Once
files are migrated to tape, and if no copy is required on disk, space used by these filesis returned back
into space reservation. When files are read back from tape and cached on disk, they are not counted as
part of any space. SRMspace reservation can be assigned a non-unigue description that can be used to
guery the system for space reservations with a given description.

Properties of the SRM space reservations can be discovered using the Sr nGet SpaceMet adat a
function.

Space Reservations might be released with the function sr nRel easeSpace.

For a compl ete description of the available space management functions please see the SRMVersion 2.2
Specification [http://sdm.lbl.gov/srm-wg/doc/SRM.v2.2.html#_Toc241633085].

Data Transfer Functions
SURLs and TURLSs

SRMdefines a protocol named SRM and introduces away to address the files stored in the SRMmanaged
storage by site URL (SURL of the format srm / / <host >: <port >/ [ <web servi ce path>?
SFN=] <pat h>.

Example:

Examples of the SURLsak.a. SRMURLs are:

srm//fapl 110. f nal . gov: 8443/ sr m manager v2?SFN=// pnf s/ fnal . gov/ data/test/filel
srm//fapl 110. f nal . gov: 8443/ sr m manager v1?SFN=/ pnf s/ fnal . gov/ data/test/file2
srm//srmcern.ch: 8443/ castor/cern.ch/ crms/store/ crnsfil e23

A transfer URL (TURL) encodes the file transport protocol in the URL.

Example:
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gsiftp://gridftpdoor.fnal.gov:2811/data/test/filel

SRMversion 2.2 provides three functions for performing data transfers:
e srnPrepareToCet

* srnPrepareToPut

* srnCopy

(in SRMversion 1.1 these functions were called get , put and copy).

All three functions accept lists of SURL s as parameters. All datatransfer functions perform file/directory
access verification and sr nPr epar eToPut and sr nCopy check if the receiving storage element has
sufficient space to store thefiles.

srmPr epar eToGet preparesfilesfor read. These files are specified asalist of source SURLS, which
are stored in an SRMmanaged storage element. sr mPr epar eToGet isused to bring sourcefilesonline
and assigns transfer URLs (TURLs) that are used for actual data transfer.

srmPr epar eToPut prepares an SRM managed storage element to receive data into the list of
destination SURLSs. It prepares alist of TURLs where the client can write datainto.

Both functions support transfer protocol negotiation. A client supplies a list of transfer protocols and
the SRM server computes the TURL using the first protocol from the list that it supports. Function
invocation on the Storage Element depends on implementation and may range from simple SURL to
TURL trandation to stage from tape to disk cache and dynamic selection of transfer host and transfer
protocol depending on the protocol availability and current load on each of the transfer server load.

The function sr mCopy is used to copy files between SRMmanaged storage elements. If both source
and target are local to the SRM it performes alocal copy. There are two modes of remote copies:

e PULL mode : The target SRMinitiates an sr mCopy request. Upon the client\u0411\u2500\u2265s
sr mCopy request, thetarget SRMmakes aspace at thetarget storage, executessr nPr epar eToGet
on the source SRM When the TURL is ready at the source SRM the target SRM transfers the
file from the source TURL into the prepared target storage. After the file transfer completes,
srnRel easeFi | es isissued to the source SRM

» PUSH mode : The source SRMinitiates an sr mCopy request. Upon the client\u0411\u2500\u2265s
sr nCopy request, the source SRM prepares a file to be transferred out to the target SRM executes
srnPr epar eToPut on the target SRM When the TURL is ready at the target SRM the source
SRMtransfers the file from the prepared source into the prepared target TURL. After the file transfer
completes, sr nPut Done isissued to the target SRM

When a specified target space token is provided, the files will be located in the space associated with
the space token.

SRMVersion 2.2 sr nPr epar eToPut and sr mCopy PULL modetransfers allow the user to specify a
space reservation token or aretention policy and accesslatency. Any of these parametersare optional, and
it isup to theimplementation to decide what to do, if these properties are not specified. The specification
requires that if a space reservation is given, then the specified access latency or retention policy must
match those of the space reservation.

TheDataTransfer Functionsare asynchronous, aninitial SRMcall startsarequest execution onthe server
side and returns a request status that contains a unique request token. The status of request is polled
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periodically by SRMget request status functions. Once a request is completed and the client receives
the TURL s the datatransfers are initiated. When the transfers are compl eted the client notifies the SRM
server by executing sr nRel easeFi | es in case of srnPr epar eToGet or srnPut Done in case
of sr mPr epar eToPut . Incase of sr mCopy, the system knows when the transfers are completed and
resources can be released, so it requires no specia function at the end.

Clients are free to cancel the requests at any time by execution of srmAbortFiles or
srmAbor t Request .

Request Status Functions

The functions for checking the request status are:

* srnft at usOf Reser veSpaceRequest

e srntSt at usOF Updat eSpaceRequest

e srnBt at usOf ChangeSpaceFor Fi | esRequest
e srnBt at usOf ChangeSpaceFor Fi | esRequest
e srnttat usOf Bri ngOnl i neRequest

e srntt at usOf Put Request

* srnft at usOf CopyRequest

Directory Functions

SRMVersion 2.2, interface provides a complete set of directory management functions. These are
e srnls, srnRm
e sri\VKkDi r, srRDi r

e srmwW

Permission functions

SRMV ersion 2.2 supports the following three file permission functions:
* srnGet Perm ssion

* srntCheckPer n ssi on and

* srnet Perm ssi on

dCache contains an implementation of these functions that allows setting and checking of Unix file
permissions.
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Thestati sti cs service collects information on the amount of data stored on al pools and the total
dataflow including streams from and to tertiary storage systems.

Once per hour an ASCII file is produced, containing a table with information on the amount of used
disk space and the data transferred starting midnight up to this point in time. Data is sorted per pool
and storage class.

In addition to the hourly statistics, files are produced reporting on the daily, monthly and yearly dCache
activities. An HTML tree is produced and updated once per hour alowing to navigate through the
collected statistics information.

The Basic Setup

Definethest ati sti cs serviceinthedomain, wherethe ht t pd isrunning.

[ htt pdDomai n]
[ htt pdDomai n/ ht t pd]

[ htt pdDomai n/ stati stics]

Thest ati sti cs service automatically creates adirectory tree, structured according to years, months
and days.

Onceper hour, at ot al . r awfileisproduced underneath theactiveyear , nont h and day directories,
containing the sum over all pools and storage classes of the corresponding time interval. The day
directory contains detailed statistics per hour and for the whole day.
/var/lib/dcache/statistics/YYYY/total.raw

/var/lib/dcache/statistics/YYYY MMtotal.raw

/var/lib/dcache/statistics/YYYY MM DD/ total.raw

/var/lib/dcache/statistics/YYYY MM DD/ YYYY- Mt DD- day. r aw
/var/lib/dcachel/statistics/YYYY/ MM DD YYYY- Mt DD- HH. r aw

In the same directory tree the HTML files are created for each day, month and year.

/var/lib/dcache/statistics/YYYY/index.htm
/var/lib/dcache/statistics/YYYY/ MMindex. htm
/var/lib/dcache/statistics/YYYY/ MM DD i ndex. ht

By default the path for the statisticsdatais/ var / | i b/ dcache/ st ati sti cs. Youcan modify this
path by setting the property dcache. pat hs. st ati sti cs toadifferent value.

The Statistics Web Page

Point aweb browser to your dCachewebpageat ht t p: / / <head- node. exanpl e. or g>: 2288/ .
On the bottom you find thelink to St at i sti cs.

The statistics data needs to be collected for aday before it will appear on the web page.
Note

You will get an error if you try to read the statistics web page right after you enabled the
stati sti cs astheweb page has not yet been created.
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Create data and the web page by logging in to the admin interface and running the commands
create stat and create html.

(local) admin > cd Pool Statistics@:httpdDomai n>

(Pool Statistics@<httpdDonai n> admin > create stat

Thread started for internal run

(Pool Statistics@<httpdDonai n> admin > create htm
j ava. | ang. Nul | Poi nt er Excepti on

Now you can see a statistics web page.

Statistics is calculated once per hour at <HH>: 55. The daily stuff is calculated at 23: 55. Without
manual intervention, it takes two midnights before all HTML statistics pages are available. Thereis a
way to get this done after just one midnight. After the first midnight following the first startup of the
statistics module, log into the Pool St ati sti cs cel and run the following commands in the given
sequence. The specified date hasto be the Y ear/Month/Day of today.

(Pool Statistics@<httpdDonmai n> admin > create htm <YYYY> <MV <DD>
done

(Pool Statistics@<httpdDomai n> admin > create htm <YYYY> <M

done

(Pool Statistics@<httpdDonai n> admin > create htm <YYYY>

done

(Pool Statistics@ <httpdDonmai n> admin > create htm

done

You will see an empty statistics page at http:// <head-node. exanpl e. or g>: 2288/
statistics/.

On the Statistics Help Page http://<head-node. exanpl e. org>: 2288/ docs/
statisticsHel p. ht M you find an explanation for the colors.

Explanation of the File Format of the
XXX. rawFiles

The file formats of the /var/lib/dcache/statistics/YYYY/ MM DD YYYY- Mt DD-
HH. raw and the / var/ i b/ dcache/ stati stics/YYYY/ MM DY YYYY- Mt DD- day. r aw
files are similar. The file /var/1i b/ dcache/statistics/YYYY/ MM DY YYYY- Mt DD-
HH. r aw does not contain columns 2 and 3 as these are related to the day and not to the hour.

Example:

The file format of the / var/|i b/ dcache/ stati stics/YYYY/ MM DI YYYY- Mt DD-
day. r awfiles:

#

# timestanp=1361364900897

# date=Wed Feb 20 13:55:00 CET 2013

#

pool 1 StoreA G oupB@sm 21307929 10155 2466935 10155 0 925 0 O 0 0 85362 0

Format of YYYY- MVt DD- day. r awfiles.

Column Number Column Description
Pool Name
1 Storage Class
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Column Number

Column Description

2 Bytes stored on this pool for this storage
class at beginning of day — green bar

3 Number of files stored on this pool for this storage class at beginning of day
4 Bytes stored on this pool for this storage

class at this hour or end of day — red bar
5 Number of files stored on this pool for

this storage class at this hour or end of day
6 Total Number of transfers (in and out, dCache-client)
7 Total Number of restores (HSM to dCache)
8 Total Number of stores (dCache to HSM)
9 Total Number errors
10 Total Number of bytestransferred from client into dCache — blue bar
11 Total Number of bytes transferred from dCache to clients — yellow bar
12 Total Number of bytes tranferred from HSM to dCache — pink bar
13 Total Number of bytes tranferred from dCache to HSM — orange bar

The YYYY/ MM DD/ YYYY- MM DD- HH. r awfiles do not contain line 2 and 3.
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dCache hasbuilt-in monitoring capabilitieswhich provide an overview of the activity and performance of
the installation’ s doors and pools. There are two options for how this data can be represented and stored:

« aset of log files written to a known location
 adatabase (the billing database).

These options can be enabled simultaneously. If the database option is selected, the data in those tables
will also be displayed as a set of histogram plots on the installation’ s web page.

The billing log files

If you installed dCache following the instructions in the Chapter Installing dCache you enabled the
bi I I i ng inthedomain wherethe ht t pd service is running (see the extract of the layout file).

.[H{tpdDomai n]
[ ht t pdDomai n/ bi | | i ng]
[ htt pdDomai n/ ht t pd]

Use the property bil ling.text.dir to set the location of the log files and the property
bi I 1'i ng. enabl e. t ext to control whether the plain-text log files are generated.

By default the log files are located in the directory / var /|1 i b/ dcache/ billing. Under this
directory the log files are organized in atree data structure based on date (YYYY/MM). A separatefile
is generated for errors. The log file and the error file are tagged with the date.

Example:

logfile:/ var/1i b/ dcache/ billing/2012/09/billing-2012.09. 25

error file: / var/1i b/ dcache/ bi |l I i ng/ 2012/ 09/ bi |l li ng-error-2012. 09. 25

Thelog filesmay contain information about the time, the pooal, the pnfsID and size of the transferredfile,
the storage class, the actual number of bytes transferred, the number of milliseconds the transfer took,
the protocol, the subject (identity of the user given as a collection of principals), the data transfer listen
port, the return status and a possible error message. The logged information depends on the protocol.

A log entry for awrite operation has the default format:

<MM dd> <HH: mm ss> [ pool : <pool - nane>: t ransf er]

[ <pnfsld>, <filesize>] [<path>]

<St or eNane>: <St or ageG oup>@t ype- of - st or age- syst en»
<transferred-bytes> <connectionTinme> <true/fal se> {<protocol >}
<initiator> {<return-status>:"<error-nmessage>"}

Example:

A typical logging entry would look like this for writing. In the log file each entry isin one line. For
readability we split it into separate lines in this documentation.:
12.10 14:19: 42 [pool : pool 2@ool Domai n-1: transfer]

[ 0000062774D07847475BA78AC99C60F2C2FC, 10475] [ Unknown]
<Unknown>: <Unknown>@sm 10475 40 true {Grtp-1.0 131.169.72.103 37850}
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[ door : WebDAV- exanpl e. or g@webdavDonei n: 1355145582248- 1355145582485] {0:""}

The formatting of the log messages can be customized by redefining the

<bi I i ng. format. sonel nf oMessage> properties in the layout configuration, where
<bi |l i ng. format. somel nf oMessage> can be replaced by

e billing.text.format. nover-info-nessage

e billing.text.format.renove-fil e-info-nessage

« billing.text.format. door-request-info-nmessage

e billing.text.format. storage-info-nmessage

A full explanation of the formatting is given in the /usr/share/ dcache/ def aul ts/
bi |l I'ing. properti es file. For syntax questions please consult StringTemplate v3 documentation
[ http://www.antlr.org/wiki/display/ST/StringTemplate+3+Documentation] or the cheat sheet [http://
www.antlr.org/wiki/display/ST/StringTemplate+cheat+sheet].

On the web page generated by the ht t pd service (default port 2288), thereisalink to Acti on Log.
Thetablewhich appearsthere gives asummary overview extracted from the data contained in the billing
log files.

The billing database

In order to enable the database, the following steps must be taken.

1. If the billing database does not aready exist (see further below on migrating from an existing one),
create it (we assume PostgreSQL here):

[root] # createdb -O dcache -U postgres billing

If you are using a version of PostgreSQL prior to 8.4, you will also need to do:

[root] # createlang -U dcache plpgsqgl billing

No further manual preparation is needed, as the necessary tables, indices, functions and triggers will
automatically be generated when you (re)start the domain with the billing database logging turned
on (see below).

2. Theproperty bi | I i ng. enabl e. db controlswhether the billing cell sends billing messagesto the
database. By default the option isdisabled. To activate, set thevaluetot r ue and restart the domain
inwhich the ht t pd serviceis running.

Note

Please take care to define the bi | | i ng service before the ht t pd service in your layout
file. If thebi | | i ng serviceis defined in a separate domain, this domain should be defined
before the domain in which the ht t pd serviceis running.

Example:

Extract from the layout file:

[ ht t pdDonai n]
bi |l ling. enabl e. db=true
[ htt pdDonmi n/ bi | 1i ng]
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[ htt pdDonmi n/ ht t pd]

[root] # dcache restart httpdDonain
St oppi ng httpdDonmain O 1 done
Starting httpdDomai n done

Customizing the database

In most cases, the billing service will be run out-of-the-box; nevertheless, the administrator does have
control, if thisis desired, over the database configuration.

» Database name, host, user, and password can be easily modified using the properties:
* billing.db.name
e billing.db. host
* billing.db.user
e billing.db. password

The current database values can be checked with the dcache database |s command.

Example:

# dcache database |s

DOVAI N CELL DATABASE HOST USER MANAGEABLE AUTO
namespaceDomai n Pnf sManager chimera | ocal host dcache Yes Yes
nanespacebDomai n cl eaner chinmera |ocal host dcache No No
ht t pdDonai n billing billing Iocal host dcache Yes Yes

» Database inserts are batched for performance. Since 2.8, improvements have been made to the way
the billing service handles these inserts. As a consequence, the older in-memory caching threshold
properties are now obsolete:

e billing.db.inserts. max- bef ore-comm t (defaultsto 10000)
e billing.db.inserts.tineout-before-conmmt (defaultsto5)

Inserts can now be tuned by adjusting the queue sizes (there are four of them, each mapped to the four
main tables: billinginfo, storageinfo, doorinfo, hitinfo), and the maximum database batch size.

e billing.db.inserts. max- queue-si ze (defaultsto 100000)
 billing.db.inserts. max- bat ch-si ze (defaultsto 1000)

There is further the option as to whether to drop messages (default is true) or block when the queue
maximum is exceeded.

e billing.db.inserts. drop-nmessages-at-I|init (defaultstotrue)

The property which sets the delegate class is merely there for potentially future use; currently there
isonly one option.

* billing.db.inserts. queue-del egate.type (defaults to
org. dcache. services. billing.db.inpl.DirectQeueDel egate)
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The default settings should usually be sufficient.

Y ou can now obtain statistics (printed to the billing log and pinboard) viathe dcache admin command:
display insert statistics <on/off> command. Activating this command logs the following once a
minute:

Example:

insert queue (last 0, current 0, change 0/ m nute)
comits (last O, current 0, change 0/ m nute)
dropped (last O, current 0, change 0/ m nute)
total menory 505282560; free nenory 482253512

"insert queue" refersto how many messages actually were put on the queue; "commits' arethe number
of messages committed to the database; "dropped" are the number of lost messages. "last” refers to
the figures at the last iteration. For insert queue, thisis the actual size of the queue; for commits and
dropped, these are cumulative totals.

Y ou can aso generate a Java thread dump by issuing the " dump threads' command.

 Should finer control over the DataNucleus layer (which talks to the database) be needed, then a new
dat anucl eus. properti es file must be provided. The path to this file, which will override the
internal settings, should be indicated using:

e billing.db.config. path (defaultsto" ")

Changing this configuration requires an understanding of DataNucleus [ http://www.datanucleus.org]
, and we expect it will be rather uncommon to utilize this option (it is suggested that the administrator
in this case consult with a member of the dCache team).

e Changing the database type (which defaults to PostgreSQL) to something else would entall
the above-mentioned necessary moadification of the dat anucl eus. properties as well as
changing the bi I | i ng. db. driver and bi | | i ng. db. url properties appropriately. This is
not a recommended procedure, though in certain exceptional circumstances, it may be desirable or
necessary. Once again, consultation with the dCache team is suggested in this case.

Generating and Displaying Billing Plots

If you have selected to store billing messages to the database, it is also possible to generate and
display a set of histograms from the data in these tables. To turn on plot generation, set the property
htt pd. enabl e. pl ot s. bi I i ngtot r ue and restart the domain in which theht t pd isrunning.

Example:

Extract from the layout file:

[ ht t pdDonai n]

bi | ling. enabl e. db=true

httpd. enabl e. plots. billing=true
[ ht t pdDonmi n/ ht t pd]
[ htt pdDonai n/ bi | 1 ng]

The the frequency of plot refreshing and the type of plot produced can be controlled by:
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e billingPl otsTi neoutl nM ns (defaultsto 30)

e httpd. plots.billing.type (defaultstopng and can be settogi f)

The plots provide aggregate views of the data for 24-hour, 7-day, 30-day and 365-day periods.

The plot types are:

» (Giga)bytes read and written for both dCache and HSM backend (if any)

» Number of transactiong/transfers for both dCache and HSM backend (if any)

* Maximum, minimum and average connection time

* Cache hits and misses

Note

The data for this last histogram is not automatically sent, since it contributes significantly
to message traffic between the pool manager and the billing service. To store this data (and
thus generate the relevant plots), the pool manager . enabl e. cache- hi t - nessage
property must be set either in dcache. conf or in the layout file for the domain where the

pool manager runs:

pool manager . enabl e. cache- hi t - mnessage=t r ue

Each individual plot can be magnified by clicking on it.

Upgrading a Previous Installation

Becauseit is possible that the newer version may be deployed over an existing installation which already
uses the billing database, the Liquibase change-set has been written in such away asto look for existing

tables and to modify them only as necessary.

If you start the domain containing the bi | | i ng service over a pre-existing installation of the billing
database, depending on what was already there, you may observe some messages like the following in

the domain log having to do with the logic governing table initialization.

Example:

| NFO 8/ 23/ 12
| NFO 8/23/12
| NFO 8/ 23/ 12
| NFO 8/23/12
| NFO 8/ 23/ 12
| NFO 8/23/12
| NFO 8/ 23/ 12
| NFO 8/23/12
| NFO 8/ 23/ 12

10:
db/sql/billing.c
| NFO 8/ 23/ 12 10:35 AM | i qui base:

35

AM | i qui base:

AM | i qui base
AM | i qui base
AM | i qui base
AM |'i qui base
AM | i qui base
AM | i qui base
AM | i qui base
AM | i qui base

hangel og-1. 9

Successful ly acquired change | og | ock
Readi ng from dat abasechangel og

Readi ng from dat abasechangel og
Successfully rel eased change | og | ock
Successfully rel eased change | og | ock
Successful |y acquired change | og | ock
Readi ng from dat abasechangel og

Readi ng from dat abasechangel og
ChangeSet org/dcache/ services/billing/
.13.xm ::4.1.7::arossi ran successfully in 264ns
Mar ki ng ChangeSet: org/ dcache/ services/

bi I'I'i ng/ db/sql/billing.changel og-1.9.13.xm ::4.1.8::arossi::(Checksum
3:faf f07731c4ac867864824ca31e8ae81l) ran despite precondition failure due

to onFail = MARK_RAN : cl asspat h: org/ dcache/ servi ces/billing/db/sql/

bi I'l'i ng. changel og- mast er . xm SQL Precondition failed. Expected '0'" got '1
| NFO 8/ 23/ 12 10:35 AM | i qui base: ChangeSet org/ dcache/ services/billing/db/sql/

bi I I'i ng. changel og-1.9.13.xm ::4.1.9::arossi ran successfully in 14ns

| NFO 8/ 23/ 12 10:35 AM | i qui base: Successfully rel eased change | og | ock
| NFO 8/ 23/ 12 10: 35 AM | i qui base: Successfully rel eased change | og | ock
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Anything logged at a level lower than ERROR is usually entirely normal. Liquibase regularly reports
when the preconditions determining whether it needsto do something are not met. All this meansisthat
the update step was not necessary and it will be skipped in the future.

If, on the other hand, there is an ERROR logged by Liquibase, it is possible there may be some other
conflict resulting from the upgrade (this should be rare). Such an error will block the domain from
starting. One remedy which often works in this case is to do a clean re-initiaization by dropping the
Liquibase tables from the database:

[root] # psql -U dcache billing

billing=> drop tabl e dat abasechangel og

bi |l ling=> drop tabl e dat abasechangel ogl ock
billing->\qg

[root] #

and then restarting the domain.
Note

If the billing database already exists, but contains tables other than the following:

[root] # psql -U dcache billing

bi I'ling=> \dt
Li st of relations

Schema | Nane | Type | Onner
------- S L L L
public | billinginfo | table | dcache
public | billinginfo_rd_daily | table | dcache
public | billinginfo_tmdaily | table | dcache
public | billinginfo_w _daily | table | dcache
public | databasechangel og | table | dcache
public | databasechangel oglock | table | dcache
public | doorinfo | table | dcache
public | hitinfo | table | dcache
public | hitinfo_daily | table | dcache
public | storageinfo | table | dcache
public | storageinfo_rd_daily | table | dcache
public | storageinfo_w _daily | table | dcache
billing->\q

[root] #

that is, if it has been previously modified by hand or out-of-band to include custom tables not
used directly by dCache, the existence of such extraneous tables should not impede dCache
from working correctly, provided those other tables are READ-accessible by the database user
for billing, which by defaultisdcache. Thisisarequirement imposed by the use of Liquibase.
Y ou thus may need explicitly to grant READ privileges to the billing database user on any such
tablesif they are owned by another database user.
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dCachehasanal ar s servicewhich recordserrors (alarms) requiring more or lessurgent intervention.
Thewebadmin servlet running insidethe ht t pd service has aspecial page for querying, displaying and
tracking these alarms. Thereis also an option for sending alarm notifications viaemail. The alarms data
can be stored either in an XML file or in a database. The alarms serviceis turned off by default.

The Basic Setup

It isnot necessary to runthe al ar s servicein aseparate domain, though depending on the individual
system configuration it may still be advisable not to embed the service in a domain already burdened
with higher memory regquirements. To handle alarms under arelatively high load (100Hz on the server
end) requires only about 2% more of the cpu, but about 75-100 MiB of additional space. In order to
capture any alarms from other domains at startup, it is also necessary to arrange for the alarm service
to start before the other doors and pools.

While there is nothing strictly preventing the use of multiple al ar ns services, under normal
circumstances this should not be necessary. The only constraint on the service set-up has to do with the
storage option. Unlike for the RDBMS (relational database) back-end, there is currently no option for
remote access of the XML file. Since the alarms storage needs to be written to by the al ar s service
but also read by the ht t pd service, it is thus necessary for that file to exist on a shared or mounted
partition visible to both. Obviously, no such requirement exists for the RDBMS option.

Add the al ar ns serviceto adomain in the layout file;

[ al ar msDomai n]
[ al ar rsDormai n/ al ar ns]
al arms. db. t ype=r dbns

OR

[ someot her Donai n]

[ someot her Donmai n/ al ar s]

al ars. db. t ype=r dbns

[ someot her Domai n/ sormeot her ser vi ce]

Note that the storage type setting al ar nms. db. t ype must be defined either in the layout or / et ¢/
dcache/ dcache. conf filebecauseitsdefault valueisof f ; thiscan beset to either xmi , orr dbns.
In thelatter case, the standard set of properties can be used to configure the connection url, db user, and
so forth. Before using ther dbns option for the first time, be sure to run:

createdb -U al arns. db. user al arns

to create the database; as usual, the actual schemawill be initialized automatically when the service is
started.

For the XML option, the storagefileisusually found in the shared directory for alarms (corresponding to
al ar ms. di r); theusual pathis/ var/ | i b/ dcache/ st or e. xm , but thelocation can be changed
by settingal ar ms. db. xnl . pat h. Thiswill automatically be propagatedto al ar nms. db. ur| and
consequently to ht t pd. al ar ns. db. ur | if the two domains are on the same hogt; if they are not
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(and share this file path via a mount, for instance), be sure to set the httpd property in the layout or /
et c/ dcache/ dcache. conf onthe httpd host to correspond to the new al ar ns. db. ur | .

Asaruleof thumb, the choice between XML and RDBM Sisdictated by two factors. whether itisfeasible
to sharethe XML file between the two services as noted, and how much history isto be preserved. While
the XML option is more lightweight and easier to configure, it islimited by performance, experiencing
considerable read and write slowdown as the file fills (beyond 1000 entries or so0). If you do not need
to maintain records of alarms (and either manually delete alarms which have been serviced, or use the
built-in cleanup feature — see below), then this option should be sufficient. Otherwise, the extra steps
of installing postgreSQL on the appropriate node and creating the alarms database (as above) may be
worth the effort.

Configure where the al ar ns service is Running

The alarms infrastructure is actually a wrapper around the logging layer and makes use of a simple
tcp socket logger to transmit logging events to the server. In each domain, the / et ¢/ dcache/
| ogback. xm configuration references the following properties to control remote logging:

dcache. | og. | evel . renot e=of f
dcache. | og. server. host =l ocal host
dcache. | og. server. port=9867

As with the al ar ns service database type, remote logging is turned off by default. Under normal
circumstances it should be sufficient to set this to err or in order to receive alarms. All internally
generated alarms (see below) arein fact guaranteed to be sent at thislogging level. Remote transmission
of eventsat lower logging levelsispossible, but caution should be taken inasmuch anything below war n
significantly increases network traffic and could risk overloading the server or creating a bottleneck.
This service was not designed to provide robust centralized debugging.

If al of your dCache domains run on the same host, then the default (I ocal host vaue will work.
But usually your dCache will not be configured to run on asingle node, so each node will need to know
the destination of the remote logging events. On al the nodes except where the actua al ar ns service
resides, you will thus need to modify the/ et ¢/ dcache/ dcache. conf fileor the layout file to set
thedcache. | 0og. server. host property (and restart dCache if it is aready up). The default port
should usually not need to be modified; in any case, it needs to correspond to whatever port the service
isrunning on. From inspection of the/ usr / shar e/ dcache/ al ar ns. properti es file you can
see that the alarms-specific properties mirror the logger properties:

# ---- Host on which this service is running
al arns. net . host =${dcache. | og. server. host}
# ---- TCP port the alarms service listens on

al arns. net. port=${dcache. | 0g. server. port}

The first property should not need any adjustment, but if al ar ns. net . port ismodified, be sure to
modify thedcache. | og. server. port property on the other nodesto correspond to it. In general,
it isadvisable to work directly withthedcache. | og. ser ver properties everywhere.

Example:

An example of a dCache which consists of a head node, some door nodes and some pool nodes.
Assume that the ht t pd service and the al ar s service are running on the head node. Then you
would need to set the property dcache. | og. server. host on the pool hodes and on the door
nodes to the host on which the al ar ns serviceis running.

148



Theal ar ns Service

dcache. | og. server. host =<head- node>

Types of Alarms

Asstated previously, the dCache alarm system runs on top of the logging system (and more specifically,
dependsonthech. gos. | ogback logging library). It promotes normal logging eventsto alarm status
in one of two ways.

BU LT-I N (MARKED) ALARMS
Some adlarms are already coded into dCache. These bear the general logging marker ALARMand also
can carry sub-markersfor type and uniquenessidentifiers. They also carry information indicating the
host, domain and service which emits them. All such alarms are logged at the ERROR event level.

SERVER- SI DE ( OPTI ONAL) ALARNMS
Logging eventswhich arrive at the alarm server, but which do not carry aspecific alarm type marker
(these may be events at any logging level, not just ERROR), can nevertheless be redefined as a
specific type of alarm viaaset of filters provided by the administrator. Thesefilters or custom alarm
definitions reside in a special XML file usually written to the alarms space. Further explanation as
to how to create such filtersis given in another section below.

Alarm Priority

The notion of alarm or aert carries the implication that this particular error or condition requires user
attention/intervention; there may be, however, differencesin urgency which permit the ordering of such
notices in terms of degree of importance. dCache allows the administrator complete control over this
prioritization.

The available priority levels are:
« CRITI CAL

« H GH

 MODERATE

« LOW

Any alarm can be set to whatever priority level is deemed appropriate. This can be done through the
admin interface commands (see below). Without any customization, all alarms (of both types) are given
adefault priority level. Thislevel can be changed viathe value of
<variable>alarms.priority-mapping.default</variable>

, which by defaultiscritical .

Filtering based on priority is possible both in the webadmin page (see below), and for alarms sent via
email (

<variable>alarms.email.threshol d</variable>

; fuller discussion of how to enable email dlarmsis givenin alater section).

Note

Therea so existsthe possibility of filtering out only alarmsfrom the main database into aseparate
log file. This option is enabled using
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<variable>alarms.enable.history</variable>

, and similarly has a priority threshold,

<variable>alarms.history.threshol d</variable>

. Thisis particularly useful in tandem with the XML storage option; it allows preservation of a
condensed record of the alarms even after their full entries have been del eted from the database.

Working with Alarms: Shell Commands

Some basic alarm commands are available as part of the dCache shell. The following is an abbreviated
description; for fuller information, see the dCache man page.

al arm send
Send an arbitrary alarm message to the alarm server. The remote server address is taken from the
local valuesfor
<variable>dcache.log.server.host</variable>
and
<variable>dcache.log.server.port</variable>
. If the[-t=TYPE] option is used, it must be a predefined (internal) alarm type.

alarmli st
Displays alist of all alarm types currently defined in dCache code (i.e., predefined, internal types).
Since these types can be modified with any incrementa release, alisting in this manual would be
of limited value. It is easy enough to check which ones currently are defined using this command,
the pr edef i ned | s admin command, or the auto-completing Al ar m Type combo box on the
webadmin alarms page.

alarm[add | nmodify | renove]
Activates an interpreter for adding, modifying or removing afilter definition. The interpreter walks
you through the steps and choices. The results are written to the definitions file given by the loca
value for
<variable>al arms.custom-definitions.path</variable>

Working with Alarms: Admin Commands

A similar set of commands is available through the admin interface. To see fuller information for each
of these, dohel p [ conmand] .

definition add [ OPTI ONS]
Add a new custom definition; if a definition of this type already exists, the new definition will
overwrite it.

definition keywords
Print the list of attribute names whose values can be used as keyword identifiers for the alarm.

definition I's [type]
Print a single definition or sorted list of definitions.

definition reload [ path]
Reinitialize the definitions from the saved changes.

definition rmtype
Remove the existing alarm definition.
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definition save [ path]

Save the current definitions to persistent back-up.

definition set type nane val ue

Set the attribute of an existing alarm definition.

definition unset type nane

Unset (remove) the attribute of an existing alarm definition.

predefined Is

Print alist of al internally defined alarms.

priority get default

Get the current default alarm priority value.

priority Is [type]

Print asingle priority level or sorted list of priority levelsfor all known alarms.

priority reload [path]

Reinitialize priority mappings from saved changes.

priority restore all

Set all defined alarms to the current default priority value.

priority save [path]

Save the current priority mappings to persistent back-up.

priority set type | ow noderate| high|critical

Set the priority of the alarm type.

priority set default |ow noderate|high|critical

Set the default alarm priority value.

send [ OPTI ONS] nessage

Send an alarm to the alarm service.

Note

Custom definitions and priority mappings are backed by files corresponding to the properties
<variable>alarms.custom-definitions.path</variable>

and

<variable>aarms.priority-mapping.path</variable>

, respectively. It is aways possible to modify these files directly by hand. These by default
aremappedto/ var /| i b/ dcache/ al arns. cust om definitions.xm and/var/
i b/dcache/al arnms-priority. properti es.Inorder for the changesto take effect,
either restart the alarms domain, or use the respective r el oad admin command. It should be
understood that when using the admin commands, any modifications are done in memory only
and are not flushed automatically to the underlying file, so any permanent changes need to be
made viathe save command.

Note

Itis possible to change the file locations by setting the above-mentioned propertiesin the layout
or / et c/ dcache/ dcache. conf . As can be seen from the admin commands, it is aso
possible to specify the path as an option on the respective save and r el oad commands. Note,
however, that thisis meant mainly for temporary or back-up purposes, as the path defined in the
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local dcache configuration will remain unaltered after that command completes and the priority
map or definitions will be rel oaded from there once again whenever the domain is restarted.

Note

Any changes made viathepriority set default command arein-memory only. To
change this default permanently, set the

<variable>aarms.priority-mapping.default</variable>

property in thelayout or / et ¢/ dcache/ dcache. conf.

Working with Alarms: The Webadmin Alarms
Page

The Alarms Web Page is an admin page and thus requires authentication. Y ou must enable HTTPS and
set an admin gid (O by default):

Note

For the authenticated mode you need to generate a pk1l2 hostcert for SSL. This can be
done by running the dcache command: i nport hostcert [--hostcert=FILE]
[--hostkey=FI LE] [--out=FILE] [--password=PASSWORD| after obtaining a
hostcert and hostkey, which are by default placedin/ et ¢/ gri d- securi ty.

[ ht t pdDonai n]

htt pd. enabl e. aut hn=t r ue

htt pd. aut hz. adm n- gi d=<1234>
[ htt pdDomai n/ ht t pd]

b

| logout
HOME CELL SERVICES POOL USAGE POOL QUEUES POOL QUEUE PLOTS POOLGROUPS TAPE TRANSFER QUEUE
ACTIVE TRANSFERS BILLING PLOTS POOL SELECTION SETUP POOL ADMIN CELL ADMIN SPACE TOKENS INFO XML m
QUERY FILTER
Include [ | All@ Only Alarms () No Alarms () Show Closed M
Last Update Range [ |Beginning [%] | Ending i
Priority HIGH = M Refresh
Type (Alarm) or Level (Warning) D
Match Expression M Regular Expression
Limit From Up To D
Delete Close
T Notes
Tue Sep 16 09:52:47 CDT | Tue Sep 16 09:52:47 CDT 3 user-
2014 2014 GENERIC |1 offrid.fnal.gov | <na> command TEST ALARM 4
Tue Sep 16 09:52:45 CDT | Tue Sep 16 09:52:45 CDT 3 user-
O O 2014 2014 GENERIC |1 offrid.fnal.gov | <na> command TEST ALARM 3
Tue Sep 16 09:52:43 COT | Tue Sep 16 09:52:43 CDT q user-
2014 2014 GENERIC |1 offrid.fnal.gov | <na> command TEST ALARM 2
= Tue Sep 16 09:52:41 COT | Tue Sep 16 09:52:41 CDT q user-
O O 2014 2014 GENERIC |1 offrid.fnal.gov | <na> command TEST ALARM 1
Tue Sep 16 09:10:58 COT | Tue Sep 16 09:10:58 CDT 5 . Was expecting a 0-sized socketModeList after
2014 2014 WARN 1 offrid.fnal.gov | alarmsDomain | System server shutdown

A. The QUERY FILTER form can be used to limit the display of alarms in the table. The underlying
guery to the database is based on whether the entry has been marked as an alarm (the radio buttons
indicating undefined, yes and no, respectively), the time interval in which to search, the al ar m
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t ype, and the result range; these are marked by 'D' on the example screenshot above. The date
referredtoin af t er and bef or e isthat of the latest update to that entry, not the timestamp of its
original arrival. Each click of the Ref r esh button will reload the data from the database based on
these parameters. The default behaviorisALL ALARMSONLY (unspecified type or range). Placing
a single date in the Beginning box will give you all entries from that date up to today (inclusive);
a single date in the Ending box will give all entries up to that date (inclusive). The other options,
marked by 'M', al do in-memory filtering.

B. ThePri ori ty choiceworkslike adebugging level, such that choosing MODERATE will expose al
alarms of that priority or above, thusincluding H GHand CRI Tl CAL, but excluding LOW Note that
non-alarms are unaffected by this setting.

C. The Mat ch Expr essi on filters by appending al fields to a single string and searching for a
matching substring. If the Regul ar Expr essi on box is checked, the expression to match is
compiled as a (Java) regex.

D. The header of the result table contains two checkboxes which alow you to check or uncheck the
respective columns for all displayed items. Checking Del et e and then clicking Ref r esh will
actually eliminate the entry from persistent store.

E. Cl osed isaway of marking the alarm as having been dealt with while maintaining a record of it.
TheShow C osed Al ar s checkbox allows you to display them (turned off by default).

F. All column titles appearing in white can be clicked to sort the table by that column. While thereis no
column indicating alarm priority (asthis attribute is external to the alarm schema), alarms are sorted
by priority first. Non-alarms follow alarms. If both alarms and non-alarms are displayed, alarms are
colored dark red.

G. Not es isan editable field to be used for any special remarks.

When Ref r esh is clicked, any updates to Cl osed and Not es are first saved, then any Del et es
are processed, and finally, the table is repopulated using the current query filter. The entire form is set
to auto-refresh every 60 seconds.

Advanced Service Configuration:
Enabling Automatic Cleanup

An additional feature of the aarms infrastructure is automatic cleanup of processed
adarms. An internal thread runs every so often, and purges all aarms marked as
cl osed with a timestamp earlier than the given window. This daemon can be
configured using the properties al ar ns. enabl e. cl eaner, al arns. cl eaner. ti neout,
al arns. cl eaner.timeout.unit, alarns.cl eaner.del ete-entri es-before and
al arnms. cl eaner. del ete-entri es-bef ore. unit.Thecleanerisoff by default. Thisfeature
is mainly useful when running over an XML store, to mitigate slow-down due to bloat; nevertheless,
there is nothing prohibiting its use with RDBMS.

Advanced Service Configuration:
Enabling Email Alerts

To configure the server to send alarmsviaemail, you need to set a series of alarm properties. No changes
are necessary to any | ogback. xm file. The most important properties:
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al arns. enable. email, alarnms.emnil.threshold
Off (false) and cri ti cal by default.

al arnms. emai | . snt p-host, alarns. email. snt p-port
Email server destination. The port defaults to 25.

SMIP aut henti cation and encryption
The SMTP client used by dCache supports authentication via plain user passwords as well as both
the STARTTLS and SSL protocols. Notethat STARTTLSdiffersfrom SSL inthat, in STARTTLS,
the connection isinitially non-encrypted and only after the STARTTLS command is issued by the
client (if the server supports it) does the connection switch to SSL. In SSL mode, the connection is
encrypted right from the start. Which of these to useis usually determined by the server.

If username and password are left undefined, unauthenticated sends will be attempted, which may
not be supported by the server.

The values to use for plain user/password authentication default to undefined. NOTE: while using
SSL will guarantee encryption over the wire, there is currently no way of storing an encrypted
password. Two possible workarounds: a. Set up an admin account with a plaintext password that is
protected by root privileges but which can be shared among adminstrators or those with access to
the host containing thisfile; b. Set up a host-based authentication to the server; the email admin will
usually require the client IP, and it will need to be static in that case.

sender and reci pi ent
Only one sender may be listed, but multiple recipients can be indicated by a comma-separated list
of email addresses.

See the shared defaults/ usr / shar e/ dcache/ al ar ns. properti es filefor additional settings.

Advanced Service Configuration: Custom
Alarm Definitions

It should befairly straightforward to add or modify custom definitions via either the interpreter from the
dcache shell, or theadmindef i ni t i on commands.

An aarm definition consists of the following:

Property Possible values Required
type Name of this alarm type (settable only once). YES
keyWor ds Whitespace-delimited concatenation of key field names (see below). YES
regex A pattern to match the message with. YES
Note
It is advisable to place the regex pattern in double quotes,
eg., "[=].[\w]*"
regex-fl ags A string representation of the (Java) regex flags options, joined by NO

the 'or' pipe symbol: e.g., CASE_| NSENSI Tl VE | DOTALL. For
fuller explanation, see the Java Tutorial on Regular Expressions [http://
docs.oracle.com/javasel/tutorial/essential/regex].

mat ch- exception True = recur over embedded exception messages when applying the NO
regex match (default is False).

dept h Integer # O, = depth of exception trace to examine when applying NO
match-exception; undefined means unbounded (default).

For example:
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<al ar nType>

<t ype>SERVI CE_CREATI ON_FAI LURE</ t ype>

<regex>(.+) from ac_create</regex>

<keyWdr ds>groupl type host domai n service</keyWrds>
</ al ar nType>

Theaarm key (the property keyWor ds) isthe set of attributeswhose values uniquely identify thealarm
instance. For example, an alarm defined using message, but without includingt i mest anp initskey,
would suggest that al events with exactly the same message content are to be considered duplicates of
the first such alarm. The key field names which can be used to constitute the key include the attributes
defined for all alarms, plus the parsing of the message field into regex groups:

e tinestanp

* donmai n

* service

* host

* message (= group0)
e groupN

These attribute names should be delimited by (an arbitrary number of) whitespace characters. Note that
ti mest anp and message derive from the logging event, while host , donai n and ser vi ce are
properties added to the event’ s diagnostic context map.

The key field name gr oupN, where N is an integer, means that the Nt h substring (specified by
parentheses) will be included. For N=0, gr oupO isidentical to message, which means that the whole
message string should be included as an identifier.

Alarms that are generated by the code at the origin of the problem may carry with them other arbitrary
uniqueidentifier values, but custom definitionsarelimited to the values associated with thesefixed fiel ds.

Miscellaneous Properties of the al ar ns
Service

Thereareanumber of other settingsavaiblefor customization; check thefiles/ usr / shar e/ dcache/
al ars. properties and/ usr/share/ dcache/ htt pd. properti es for the complete list
with explanations.
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Chapter 17. dCache Webadmin
Interface

This part describes how to configure thewebadmi n service which runsinsidetheht t pdDomai n and
offers additional features to admins like sending admin-commands equal to those of admin interface
(CL1) to chosen cells or displaying billing plots.

For authentication and authorisation it offers usage of username/password (currently the kpwd-Plugin)
or grid certificate talking to gPl aznma?2. It also offers a non-authenticated read-only mode.

If you are logged in as admin it is possible to send a command to multiple pools or a whole poolgroup
inonego. Itiseven possible to send acommand to any dCache cell. Also, thereisinformation like their
size, their id and used space on linkgroups and spacetokens available.

From the technical point of view the webadni n service uses a Jetty-Server which is embedded in
an ordinary htt pd cell. It is using apache-wicket (a webfrontend-framework) and YAML (a CSS
Template Framework).

Installation

For the authenticated mode a configured gPl azna is required (see aso the section called “gPl aznma
config example to work with authenticated webadmin™). The user may either authenticate by presenting
his grid certificate or by entering a valid username/password combination. This way it is possible to
login even if the user does not have a grid certificate. For a non-authenticated webadmi n service you
just need to start the ht t pd service.

For the authenticated mode using a grid certificate the host certificate has to be imported into the
dCache-keystare. In the grid world host certificates are usually signed by national Grid-CAs. Refer to
the documentation provided by the Grid-CA to find out how to request a certificate. To import theminto
the dCache-keystore use this command:

[root] # dcache inport hostcert

Now you haveto initialise your truststore (this is the certificate-store used for the SSL connections) by
using this command:

[root] # dcache inport cacerts

The webadni n service uses the same truststore as webdav service, so you can skip this step if you
have webdav configured with SSL.

The default instance name is the name of the host which runs the httpdDomain and the default http port
number is2288 (thisisthe default port number of theht t pd service). Now you should be able to have
aread-only accessto the webpageht t p: / / exanpl e. com 2288/ webadmi n.

In the following example we will enable the authenticated mode.

Example:

[ ht t pdDonai n]
aut henti cat ed=t rue

The most important value is ht t pd. aut hz. adni n- gi d, because it configures who is allowed to
ater dCache behaviour, which certainly should not be everyone:
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# # When a user has this @D he can become an adnin for the webadnmin interface #
htt pd. aut hz. admi n- gi d=0

To see all webadmin specific property values have alook at / usr/ shar e/ dcache/ def aul t s/
htt pd. properti es.

For information on gPl azma configuration have alook at Chapter 10, Authorization in dCache and for
aspecia examplethe section called “gPl azna config example to work with authenticated webadmin”.

157



Chapter 18. ACLs in dCache

dCacheincludes support for Access Control Lists (ACLS). Thissupportisconforming to the NFSversion
4 Protocol specification [http://www.nfsv4-editor.org/draft-25/draft-i etf-nf sv4-minorversion1-25.html].

This chapter provides some background information and details on configuring dCacheto use ACLsand
how to administer the resulting system.

ACLsand pnf s

ACLs are only supported with the Chimera hame space backend. Versions before 1.9.12 had
partia support for ACLs with the pnf s backend, however due to the limitations of that
implementation ACLs were practically uselesswith pnf s.

Introduction

dCacheallows control over namespace operations(e.g., creating new filesand directories, deleting items,
renaming items) and data operations (reading data, writing data) using the standard Unix permission
model. In this model, files and directories have both owner and group-owner attributes and a set of
permissions that apply to the owner, permissions for users that are members of the group-owner group
and permissions for other users.

Although Unix permission model is flexible enough for many deployment scenarios there are
configurations that either cannot configured easily or are impossible. To satisfy these more complex
permission handling dCache has support for ACL-based permission handling.

An Access Control List (ACL) is a set of rules for determining whether an end-user is allowed to
undertake some specific operation. Each ACL istied to a specific namespace entry: afile or directory.
When an end-user wishesto undertake some operation then the ACL for that namespace entry is checked
to seeif that user is authorised. If the operation isto create a new file or directory then the ACL of the
parent directory is checked.

File- and directory- ACLs

Each ACL is associated with a specific file or directory in dCache. Although the general form
isthe same whether the ACL is associated with afile or directory, some aspects of an ACL may
change. Because of this, weintroduce the terms file-ACL and directory-ACL when taking about
ACLs associated with afile or adirectory respectively. If the term ACL is used then it refers to
both file-ACL s and directory-ACLS.

Each ACL containsalist of oneor more Access Contral Entries (ACES). The ACEs describe how dCache
determineswhether an end-user is authorised. Each ACE containsinformation about which group of end
usersit applies to and describes whether this group is authorised for some subset of possible operations.

The order of the ACEs within an ACL is significant. When checking whether an end-user is authorised
each ACE is checked in turn to seeif it applies to the end-user and the requested operation. If it does
then that ACE determines whether that end-user is authorised. If not then the next ACE is checked. Thus
an ACL can have several ACEs and the first matched ACE “wins’.

One of the problems with traditional Unix-based permission model is its inflexible handling of newly
created files and directories. With transitional filesystems, the permissions that are set are under the
control of the user-process creating the file. The sysadmin has no direct control over the permissions
that newly files or directories will have. The ACL permission model solves this problem by allowing
explicit configuration using inheritance.

158


http://www.nfsv4-editor.org/draft-25/draft-ietf-nfsv4-minorversion1-25.html
http://www.nfsv4-editor.org/draft-25/draft-ietf-nfsv4-minorversion1-25.html
http://www.nfsv4-editor.org/draft-25/draft-ietf-nfsv4-minorversion1-25.html

ACLsin dCache

ACL inheritance iswhen anew file or directory is created with an ACL containing a set of ACEs from
the parent directory’ sACL. Theinherited ACEs are specially marked so that only those that are intended
will be inherited.

Inheritance only happenswhen anew file or directory is created. After creation, the ACL of the new file
or directory is completely decoupled from the parent directory’s ACL: the ACL of the parent directory
may be altered without affecting the ACL of the new file or directory and visaversa.

Inheritance is optional. Within a directory’s ACL some ACEs may be inherited whilst others are not.
New files or directories will receive only those ACEs that are configured; the remaining ACEs will not
be copied.

Database configuration

ACL support requires database tables to store ACL and ACE information. These tables are part of the
Chimera name space backend and for a new installation no additional steps are needed to prepare the
database.

Early versions of Chimera (before dCache 1.9.3) did not create the ACL table during installation. If the
databaseislacking the extratable then it hasto be created before enabling ACL support. Thisisachieved

by applying two SQL files:

[root] # psqgl chimera < /usr/share/dcache/ chinmeralsql/addACLt oChi ner aDB. sql
[root] # psql chinmera < /usr/share/dcache/ chi meral/sql/pgsql-procedures. sql

Configuring ACL support

The dcache. conf and layout files contain a number of settings that may be adjusted to configure
dCache’ s permission settings. These settings are are described in this section.

Enabling ACL support
To enable ACL support set pnf smanager . enabl e. acl =t r ue in the layout file.

[ <domai nNane>/ pnf smanager ]
pnf smanager . enabl e. acl =t rue

Administrating ACLs

Altering dCache ACL behaviour isachieved by connecting tothe Pnf sManager well-known cell using
theadministrator interface. For further detail s about how to usethe administrator interface, seethe section
cdled “The Admin Interface”.

Theinfo and help commands are available within Pnf sManager and fulfil their usual functions.

How to set ACLs

The setfacl command is used to set a new ACL. This command accepts arguments with the following
form:

setfacl <l D> <ACE> [<ACE>..]

The <I D> argument is either apnf s-ID or the absolute path of some file or directory in dCache. The
setfacl command requires one or more <ACE> arguments seperated by spaces.
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The setfacl command creates anew ACL for thefile or directory represented by <I D>. Thisnew ACL
replaces any existing ACEsfor <| D>,

An ACL hasone or more ACEs. Each A CE defines permissionsto access this resource for some Subject.
The ACEs are space-separated and the ordering is significant. The format and description of these ACE
values are described below.

Description of the ACE structure

The <ACE> arguments to the setfacl command have a specific format. This format is described below
in Extended Backus-Naur Form (EBNF).

[1] ACE: : =Subject "' Access |
Subject "' Access "' Inheritance
[2] Subject: : ='USER:' UserID |
'GROUP:" GroupID |
'OWNER@ |
'‘GROUP@' |
'EVERYONE@' |
'ANONYMOUS@ |
'AUTHENTICATED@"
[3] Access: : ='+' MasK |
"' Mask
[4] Mask: : =Mask Maskltem |
Maskltem
[5] Maskitem: : ="r"['I'|'w' ['f'|'s|'d|'"n"|'N"|'X' |'d|'D"|'t]|T|
'c|'C |0
[6] Inheritance: : =Inheritance Flag |
Flag
[7] Flag: : ='f"|'d'|'0'
[8] UserlD: : =INTEGER
[9] GrouplD: : =INTEGER

The various options are described below.

The Subject

The Subject defines to which user or group of users the ACE will apply. It acts as a filter so that only
those users that match the Subject will have their access rights affected.

As indicated by the EBNF above, the Subject of an ACE can take one of several forms. These are
described below:

USER: <i d>
The USER: prefix indicates that the ACE applies only to the specific end-user: the dCache user with
ID <i d>. For example, USER: 0: +wisan ACE that allowsuser O towrite over afile' sexisting data.

GROUP: <i d>
The GROUP: prefix indicates that the ACE applies only to those end-users who are a member of
the specific group: the dCache group with ID <i d>. For example, GROUP: 20: +a isan ACE that
allows any user who is a member of group 20 to append data to the end of afile.

ONNER@
The OWNER@subject indicates that the ACE applies only to whichever end-user owns the file or
directory. For example, ONNER@ +d is an ACE that allowsthefile's or directory’ s owner to delete
it.
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GROUP@
The GROUP@subject indicates that the ACE applies only to all usersthat are members of the group-
owner of the file or directory. For example, GROUP@ +| isan ACE that allows any user that isin
adirectory’s group-owner to list the directory’ s contents.

EVERYONE@
The EVERYONE@subject indicates that the ACE applies to all users. For example, EVERYONE@
+r isan ACE that makes afile world-readable.

ANONYMOUS@
The ANONYMOUS@Subject indicates that the ACE applies to all users who have not authenticated
themselves. For example, ANONYMOUS@ - | is an ACE that prevents unauthenticated users from
listing the contents of a directory.

AUTHENTI CATED@
The AUTHENTI CATED@ Subject indicates that an ACE applies to al authenticated users. For
example, AUTHENTI CATED@ +r is an ACE that allows any authenticated user to read afile's
contents.

Authenticated or anonymous

An end user of dCache is either authenticated or is unauthenticated, but never both. Because
of this, an end user operation will either match ACEs with ANONYMOUS@ Subjects or
AUTHENTI CATED@Subjects but the request will never match both at the same time.

Access mask

Access (defined in the ACE EBNF above) describes what kind of operations are being described by the
ACE and whether the ACE is granting permission or denying it.

Anindividual ACE can either grant permissions or deny them, but never both. However, an ACL may
be composed of any mixture of authorising- and denying- ACEs. Thefirst character of Access describes
whether the ACE is authorising or denying.

If Access beginswith aplus symbol (+) then the ACE authorises the Subject some operations. The ACE
EVERYONE@ +r authorises all usersto read afile since the Access beginswith a +.

If the Access begins with a minus symbol (- ) then the ACE denies the Subject some operations. The
ACE EVERYONE@ - r prevents any user from reading afile since the Access beginswith a- .

Thefirst character of Access must be + or - , no other possibility isallowed. Theinitia + or - of Access
isfollowed by one or more operation letters. These letters form the ACE’ s access mask (Mask in ACE
EBNF above).

The access mask describes which operations may be allowed or denied by the ACE. Each type of
operation has a corresponding letter; for example, obtaining adirectory listing has acorresponding letter
| . If auser attempts an operation of atype corresponding to aletter present in the access mask then the
ACE may affect whether the operation is authorised. If the corresponding letter is absent from the access
mask then the ACE will be ignored for this operation.

The following table describes the access mask |etters and the corresponding operations:
File- and directory- specific operations

Some operations and, correspondingly, some access mask letters only make sense for ACLs
attached to certain types of items. Some operations only apply to directories, some operations
are only for files and some operations apply to both files and directories.
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When configuring an ACL, if an ACE has an operation letter in the access mask that is not
applicable to whatever the ACL is associated with then the letter is converted to an equivalent.
For example, if | (list directory) isin the access mask of an ACE that is part of afile-ACL then
itisconverted to r . These mappings are described in the following table.

reading data from a file. Specifying r in an ACE’s access mask controls whether end-users are
allowed to read afile's contents. If the ACE is part of adirectory-ACL then the letter is converted
tol .

listing the contents of a directory. Specifying | in an ACE’s access mask controls whether end-
users are allowed to list a directory’s contents. If the ACE is part of a fileeACL then the letter is
convertedtor .

overwriting afile's existing contents. Specifying win an ACE’s access mask controls whether end-
users are alowed to write data anywhere within the file's current offset range. This includes the
ability towriteto any arbitrary offset and, asaresult, to grow thefile. If the ACE ispart of adirectory-
ACL then the letter is convertedto f .

creating anew file within adirectory. Specifying f in an ACE’s access mask controls whether end-
users are allowed to create a new file. If the ACE is part of an file-ACL then then the letter is
converted to w.

creating a subdirectory within a directory. Specifying s in an ACE’s access mask controls whether
end-users are allowed to create new subdirectories. If the ACE is part of afile-ACL then the letter
is converted to a.

appending data to the end of afile. Specifying a in an ACE’s access mask controls whether end-
users are allowed to add data to the end of afile. If the ACE is part of a directory-ACL then the
letter isconverted to s.

reading attributes. Specifying n in an ACE’s access mask controls whether end-users are allowed
to read attributes. This letter may be specified in ACEs that are part of a file-ACL and those that
are part of adirectory-ACL.

write attributes. Specifying Nin an ACE's access mask controls whether end-users are allowed to
write attributes. This letter may be specified in ACEs that are part of afile-ACL and those that are
part of adirectory-ACL.

executing afile or entering a directory. x may be specified in an ACE that is part of afile-ACL or
adirectory-ACL; however, the operation that is authorised will be different.

Specifying x in an ACEs access mask that is part of a fileeACL will control whether end users
matching the ACE Subject are allowed to execute that file.

Specifying x in an ACEs access mask that is part of a directory-ACL will control whether end
users matching ACE Subject are allowed to search adirectory for anamed file or subdirectory. This
operation is needed for end users to change their current working directory.
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deleting a namespace entry. Specifying d in an ACE’s access mask controls whether end-users are
allowed to delete the file or directory the ACL is attached. The end user must be also authorised for
the parent directory (see D).

deleting achild of adirectory. Specifying Din the access mask of an ACE that is part of adirectory-
ACL controlswhether end-users are allowed to delete items within that directory. The end user must
be also authorised for the existing item (see d).

reading basic attributes. Specifyingt in the access mask of an ACE controls whether end users are
allowed to read basic (i.e., non-ACL) attributes of that item.

atering basic attributes. Specifying T in an ACE’s access mask controls whether end users are
alowed to alter timestamps of the item the ACE’'s ACL is attached.

reading ACL information. Specifying ¢ in an ACE’s access mask controls whether end users are
allowed to read the ACL information of the item to which the ACE'sACL is attached.

writing ACL information. Specifying Cin an ACE’s access mask controls whether end users are
allowed to update ACL information of the item to which the ACE’s ACL is attached.

altering owner and owner-group information. Specifying o controls whether end users are allowed
to change ownership information of the item to which the ACE's ACL is attached.

ACL inheritance

To enable ACL inheritance, the optional inheritance flags must be defined. The flag is alist of |etters.
There are three possible letters that may be included and the order doesn’'t matter.

ACE Inheritance Flags

f

Thisinheritance flag only affects those ACEs that form part of an directory-ACL. If the ACE is part
of afile-ACL then specifying f has no effect.

If afileis created in adirectory with an ACE with f in inheritance flags then the ACE is copied to
the newly created file's ACL. This ACE copy will not havethef inheritance flag.

Specifying f inan ACE’ sinheritance flags does not affect whether this ACE isinherited by a newly
created subdirectory. See d for more details.

Thisinheritance flag only affect those ACEs that form part of an directory-ACL. If the ACE is part
of afile-ACL then specifying d has no effect.

Specifying d in an ACE’ sinheritance flags does not affect whether this ACE isinherited by anewly
created file. Seef for more details.

If asubdirectory is created in adirectory with an ACE with d in the ACE’ sinheritance flag then the
ACE iscopied to the newly created subdirectory’s ACL. This ACE copy will have the d inheritance
flag specified. If thef inheritance flag is specified then this, too, will be copied.
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o]
The o flag may only be used when the ACE also hasthef , d or both f and d inheritance flags.
Specifying o in the inheritance flag will suppress the ACE. No user operations will be authorised
or denied as aresult of such an ACE.
When afile or directory inheritsfrom an ACE with o in theinheritance flagsthen the o isnot present
in the newly created file or directory’s ACE. Since the newly created file or directory will not have
the o init’sinheritance flags the ACE will take effect.
An o in the inheritance flag alows child files or directories to inherit authorisation behaviour that
is different from the parent directory.

Examples

This section gives some specific examples of how to set ACL s to achieve some specific behaviour.

Example 18.1. ACL allowing specific user to deletefilesin a directory

This example demonstrates how to configure a directory-ACL so user 3750 can delete any file within
thedirectory / pnf s/ exanpl e. or g/ dat a/ exanpl eDi r.
(PnfsManager) adm n > setfacl /pnfs/exanple.org/datal/exanpleDir EVERYONE@ +I USER: 3750: D
(...line continues...) USER: 3750: +d: of
(PnfsManager) admin > setfacl /pnfs/exanple.org/datal/exanpleDir/existingFilel
(...line continues...) USER: 3750: +d: f

(Pnf sManager) admin > setfacl /pnfs/exanple.org/datal/exanpl eDir/existingFile2
(...line continues...) USER: 3750: +d: f

The first command creates an ACL for the directory. This ACL has three ACEs. The first ACE alows
anyone to list the contents of the directory. The second ACE allows user 3750 to delete content within
thedirectory in general. Thethird ACE isinherited by all newly created files and specifiesthat user 3750
is authorised to delete the file independent of that file’s ownership.

The second and third commands creates an ACL for filesthat already exists within the directory. Since
ACL inheritance only applies to newly created files or directories, any existing files must have an ACL
explicitly set.

Example 18.2. ACL todeny agroup

Thefollowing example demonstrates authorising all end usersto list adirectory. Members of group 1000
can also create subdirectories. However, any member of group 2000 can do neither.

(Pnf sManager) admn > setfacl /pnfs/exanple.org/datal/exanpleDir GROUP: 2000: - sl
(...line continues...) EVERYONE@ +I GROUP: 1000: +s

The first ACE denies any member of group 2000 the ability to create subdirectories or list the directory
contents. Asthis ACE isfirst, it takes precedence over other ACEs.

The second ACE alowseveryonetolist the directory’ s content. If an end user who isamember of group
2000 attemptsto list adirectory then their request will match the first ACE so will be denied. End users
attempting to list a directory that are not a member of group 2000 will not match the first ACE but will
match the second ACE and will be authorised.

Thefinal ACE authorisesmembersof group 1000 to create subdirectories. If an end user whoisamember
of group 1000 and group 2000 attempts to create a subdirectory then their request will match the first
ACE and be denied.
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Example 18.3. ACL to allow a user to delete all filesand subdirectories

Thisexampleisan extensionto Example 18.1, “ACL allowing specific user to deletefilesin adirectory”.
The previous example alowed deletion of the contents of a directory but not the contents of any
subdirectories. This example allows user 3750 to delete all files and subdirectories within the directory.

(PnfsManager) adm n > setfacl /pnfs/exanple.org/datal/exanpleDir USER 3750: +D: d
(...line continues...) USER: 3750: +d: odf

Thefirst ACE isUSER: 3750: +D: d. This authorises user 3750 to delete any contents of directory /
pnf s/ exanpl e. or g/ dat a/ exanpl eDi r that hasan ACL authorising them with d operation.

The first ACE aso contains the inheritance flag d so newly created subdirectories will inherit this
ACE. Since the inherited ACE will also contain the d inheritance flag, this ACE will be copied to all
subdirectories when they are created.

The second ACE is USER: 3750: +d: odf . The ACE authorises user 3750 to delete whichever item
the ACL containing this ACE is associated with. However, since the ACE contains the o in the
inheritance flags, user 3750 is not authorised to delete the directory / pnf s/ exanpl e. or g/ dat a/
exanpl eDi r

Since the second ACE has both the d and f inheritance flags, it will be inherited by al files
and subdirectories of / pnf s/ exanpl e. or g/ dat a/ exanpl eDi r, but without the o flag. This
authorises user 3750 to delete these items.

Subdirectories (and files) will inherit the second ACE with both d and f inheritance flags. This
implies that al files and sub-subdirecties within a subdirectory of / pnf s/ exanpl e. or g/ dat a/
exanpl eDi r will also inherit this ACE, so will also be deletable by user 3750.

Viewing configured ACLs

The getfacl isused to obtain the current ACL for some item in dCache namespace. It takes the following
arguments.

getfacl [<pnfsld>]|[<gl obal Pat h>]

The getfacl command fetches the ACL information of a namespace item (afile or directory). Theitem
may be specified by its pnf s-ID or its absolute path.

Example 18.4. Obtain ACL information by absolute path

(Pnf sManager) adm n > getfacl /pnfs/exanple.org/datal/exanpleDir

ACL: rsld = OO004EEFE7E59A3441198E7EB744B0OD8BA54, rsType = DIR

order = 0, type = A accessMsk = | fsD, who = USER, whol D = 12457

order = 1, type A flags = f, accessMsk = |fd, who = USER, whol D = 87552
In extra fornmat:

USER: 12457: +| f sD

USER: 87552: +| fd: f

Theinformation is provided twice. The first part gives detailed information about the ACL. The second
part, after thel n extra format: heading, providesalist of ACEsthat may be used when updating
the ACL using the setfacl command.
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The GLUE information provider supplied with dCache provides the information about the dCache
instancein astandard format called GLUE. Thisis necessary so that WL CG infrastructure (suchasFTS)
and clients using WL CG tools can discover the dCache instance and use it correctly.

The process of configuring the info-provider is designed to have the minimum overhead so you can
configure it manually; however, you may prefer to use an automatic configuration tool, such as YAIM.

Note

Be sure you have at least v2.0.8 of glue-schema RPM installed on the node running the info-
provider.

This chapter describes how to enable and test the dCache-internal collection of information needed
by the info-provider. It also describes how to configure the info-provider and verify that it is working
correctly. Finally, it describes how to publish this information within BDII, verify that this is working
and troubleshoot any problems.

Warning

Please be aware that changing information provider may result in a brief interruption to
published information. This may have an adverse affect on client software that make use of this
information.

Internal collection of information

The info-provider takes as much information as possible from dCache. To achieve this, it needs the
internal information-collecting service, i nf 0, to be running and a means to collect that information:
ht t pd. Make sure that both the ht t pd and i nf o services are running within your dCache instance.
By default, thei nf o service is started on the admin-node; but it is possible to configure dCache so it
runs on adifferent node. Y ou should run only one i nf o service per dCache instance.

The traditional (pre-1.9.7) alocation of services to domains has the i nf o cell running in the
i nf oDomai n domain. A dCache system that has been migrated from this old configuration will have
the following fragment in the node’ s layout file:

[i nf oDomai n]
[ i nf oDomai n/ i nf o]

Itisalsopossibletorunthei nf o serviceinsideadomain that runsother services. Thefollowing example
show thei nf or mat i on domain that hoststheadm n, htt pd, t opo andi nf o services.
[information]

[i nformation/adm n]

[i nformation/ htt pd]

[i nformation/topo]

[i nformation/info]

For more information on configuring dCache layout files, see the section called “ Defining domains and
services'.

Use the dcache services command to see if a particular node is configured to run the i nf o service.
The following shows the output if the node has an i nf or mat i on domain that is configured to run
thei nf o cell.

[root] # dcache services | grep info
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information info info /var/1og/ dCache/information. | og

If anode has no domain configured to host thei nf o service then the above dcache services command
will give no output:

[root] # dcache services | grep info

If no running domain within any node of your dCache instance is running the i nf o service then you
must add the service to a domain and restart that domain.

Example:

In this example, thei nf 0 service is added to the exanpl e domain. Note that the specific choice
of domain (exanpl e) isjust to give a concrete example; the same process may be applied to a
different domain.

The layouts file for this node includes the following definition for the exanpl e domain:

[ exanpl €]

[ exanpl e/ admi n]
[ exanpl e/ ht t pd]
[ exanpl e/ t opo]

By adding the extraline [ exanpl e/ i nf 0] to the layouts file, in future, the exanpl e domain
will host thei nf o service.

[ exanpl e]

[ exanpl e/ admi n]
[ exanpl e/ ht t pd]
[ exanpl e/ t opo]
[ exanpl e/ i nf 0]

To actually start thei nf o cell, the exanpl e domain must be restarted.
[root] # dcache restart exanple

St oppi ng exanpl e (pi d=30471) 0 done
Starting exanpl e done

With the exanpl e domain restarted, thei nf o serviceis now running.

You can also verify both the htt pd and i nf o services are running using the wget command. The
specific command assumes that you are logged into the node that has the ht t pd service (by default,
the admin node). Y ou may run the command on any node by replacing | ocal host with the hostname
of the node running the ht t pd service.

The following example shows the output from the wget when thei nf o service isrunning correctly:

[root] # wget -QO'dev/null http://1ocal host:2288/info
--17:57:38-- http://local host:2288/info

Resol ving | ocal host... 127.0.0.1
Connecting to |ocal host|127.0.0.1|:2288... connected.
HTTP request sent, awaiting response... 200 Docunent follows

Length: 372962 (364K) [application/xm]
Saving to: “/dev/null’

100%
===>] 372, 962 --.-KI's in 0.001s

17:57:38 (346 MB/s) - “/dev/null' saved [372962/372962]

If the ht t pd serviceisn't running then the command will generate the following output:

[root] # wget -O'dev/null http://1ocal host:2288/info
--10:05:35-- http://1ocal host:2288/info
=> "/dev/null"’
Resol ving | ocal host... 127.0.0.1
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Connecting to |ocal host|127.0.0.1|:2288... failed: Connection refused.

To fix the problem, ensure that the ht t pd service is running within your dCache instance. Thisis the
service that provides the web server monitoring within dCache. To enable the service, follow the same
procedure for enabling thei nf o cell, but add the ht t pd service within one of the domainsin dCache.

If running the wget command gives an error message with Unable to contact the info
cell. Please ensure the info cell is running:

[root] # wget -O'dev/null http://1ocal host:2288/info
--10:03:13-- http://1ocal host:2288/info
=> "/dev/nul "’
Resol ving | ocal host... 127.0.0.1
Connecting to | ocal host|127.0.0.1|:2288... connected.

HTTP request sent, awaiting response... 503 Unable to contact the info cell. Pl
ease ensure the info cell is running.

10: 03: 13 ERROR 503: Unable to contact the info cell. Please ensure the info cel
| is running..

This meansthat the i nf o service is not running. Follow the instructions for starting thei nf o service
given above.

Configuring the info provider

Inthedirectory / et ¢/ dcache you will find thefilei nf o- provi der . xm . Thisfileiswhere you
configure the info-provider. It provides information that is difficult or impossible to obtain from the
running dCache directly.

You must edit thei nf o- provi der. xnl to customise its content to match your dCache instance. In
some places, the file contains place-holder values. These place-holder values must be changed to the
correct values for your dCache instance.

Careful with < and & charaters

Take care when editing thei nf o- pr ovi der . xm file! After changing the contents, the file
must remain valid, well-formed XML. In particular, be very careful when writing a less-than
symbol (<) or an ampersand symbol (&).

* Only use an ampersand symbol (&) if it is part of an entity reference. An entity referenceisa
sequence that starts with an ampersand symbol and is terminated with a semi-colon (; ), for
example &gt ; and &apos; are entity markups.

If you want to include an ampersand character in the text then you must usethe &anp; entity;
for example, to include the text “me & you” the XML filewould includeme &anp; you.

* Only use aless-than symbol (<) when starting an XML element; for example, <const ant
i d="TEST">A test val ue</constant >.

If you want to include aless-than character in the text then you must usethe &l t ; entity; for
example, to include thetext “1 < 2" the XML filewould include1l &t; 2.

Example:

The following example shows the SE- NAME constant (which provides a human-
readable description of the dCache instance) from awell-formed i nf o- pr ovi der . xmi
configuration file:

<constant id="SE-NAME">Si npl e &np; small dCache instance for small VOs
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(typically & t; 20 users)</constant>

The SE- NAMVE constant is configured to have the value “Simple & small dCache instance
for small VOs (typicaly < 20 users)”. This illustrates how to include ampersand and less-
than charactersin an XML file.

When editing thei nf o- pr ovi der . xm file, you should only edit text between two elements or add
more elements (for lists and mappings). Y ou should never alter the text inside double-quote marks.

Example:
This example shows how to edit the SI TE- UNI QUE- | D constant. This constant has adefault value
EXAMPLESI TE- | D, which is a place-holder value and must be edited.

<const ant id="SI TE- UNI QUE- | D' >EXAMPLESI TE- | D</ const ant >

To edit the constant’s value, you must change the text between the start- and end-element tags:
EXAMPLESI TE- | D. You should not edit the text SI TE- UNI QUE- | D as it is in double-quote
marks. After editing, the file may read:

<const ant id="SI TE- UNI QUE- | D' >DESY- HH</ const ant >

Thei nf o- provi der. xm contains detailed descriptions of al the properties that are editable. You
should refer to this documentation when editing thei nf o- pr ovi der . xml .

Testing the info provider

Once you have configured i nf o- pr ovi der . xm to reflect your site's configuration, you may test
that the info provider produces meaningful results.

Running the info-provider script should produce GLUE information in LDIF format; for example:

[root] # dcache-info-provider | head -20

z LDl F generated by Xyl ophone vO0.2

Z XSLT processing using SAXON 6.5.5 from M chael Kay 1 (http://saxon.sf.ne
#t & at: 2011-05-11T14: 08: 45+02: 00

#

dn: d ueSEUni quel D=dcache- host . exanpl e. or g, nds- vo- nane=r esour ce, o=gri d
obj ect d ass: G ueSETop

obj ect d ass: d ueSE

obj ect d ass: G ueKey

obj ect d ass: @ ueSchenaVer si on

G ueSESt at us: Production

A ueSEUNi quel D: dcache- host . exanpl e. org

G ueSEl npl enent ati onNane: dCache

G ueSEArchitecture: multidisk

G ueSEl npl erent ati onVersion: 3.2.0 (ns=Chi nera)
G ueSESi zeTotal : 86

The actual values you see will be site-specific and depend on the contents of the i nf o-
provi der . xm fileand your dCache configuration.

To verify that there are no problems, redirect standard-out to / dev/ nul | to show only the error
messages:

[root] # dcache-info-provider >/dev/null

If you see error messages (which may be repeated several times) of the form:
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[root] # dcache-info-provider >/dev/nul
Recover abl e error
Failure reading http://1ocal host:2288/info: no nore input

then it is likely that either the ht t pd or i nf o service has not been started. Use the above wget test
to check that both services are running. Y ou can also see which services are available by running the
dcache services and dcache status commands.

Decommissioning the old info provider

Sites that were using the old (pre-1.9.5) info provider should ensure that there are no remnants of this
old info-provider on their machine. Although the old info-provider has been removed from dCache, it
relied on static LDIF files, which might still exist. If so, then BDII will obtain someinformation from the
current info-provider and some out-of -date information from the static L DIF files. BDII will then attempt
to merge the two sources of information. The merged information may provide a confusing description
of your dCache instance, which may prevent clients from working correctly.

The old info provider had two static LDIF files and a symbolic link for BDII. These are:
e Thefilel cg-info-static-SE. Idif,
e Thefile:l cg-info-static-dSE. |dif,

» Thesymboliclink/ opt/ gl ite/etc/gip/plugin,whichpointsto/ opt/ d-cache/j obs/
i nf oDynani cSE- pl ugi n- dcache.

Thetwofiles(l cg-info-static-SE. | di f andl cg-i nfo-static-dSE. | dif)appearinthe
lopt/1cg/var/gip/ldif directory; however, it is possible to ater the location BDII will use. In
BDII v4, the directory is controlled by the st ati ¢c_di r variable (see/opt/glitel/etc/gip/
glite-info-generic.conf or/opt/lcg/etc/lcg-info-generic.conf).ForBDIIV5,
theBDI | _LDI F_DI Rvariable (definedin/ opt / bdi i / et ¢/ bdi i . conf ) controlsthis behaviour.

You must delete the above three entries. | cg-i nfo-static-SE. I dif,lcg-info-static-
dSE. | di f and thepl ugi n symbolic link.

The directory with the static LDIF, /opt /| cg/var/gip/ldif or/opt/glite/etc/gip/
| di f by default, may contain other static LDIF entriesthat are relics of previous info-providers. These
may havefilenameslikestatic-file-SE. I dif.

Delete any static LDIF file that contain information about dCache. With the info-provider, all LDIF
information comes from the info-provider; there should be no static LDIF files. Be careful not to delete
any static LDIF files that come as part of BDII; for example, thedef aul t . | di f file, if present.

Publishing dCache information

BDII obtains information by querying different sources. One such source of information is by running
an info-provider command and taking the resulting LDIF output. To allow BDII to obtain dCache
information, you must allow BDII to run the dCache info-provider. This is achieved by symbolically
linking thedcache- i nf o- provi der script into the BDII plugins directory:

[root] # In -s /usr/sbin/dcache-info-provider
/opt/gliteletc/gipl/provider/

If the BDII daemons are running, then you will see the information appear in BDII after a short delay;
by default thisis (at most) 60 seconds.
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Y ou can verify that information is present in BDII by querying BDII using the Idapsear ch command.
Here is an example that queries for GLUE v1.3 objects:

[root] # |dapsearch -LLL -x -H ldap://<dcache-host>:2170 -b o=grid \
' (obj ect d ass=Qd ueSE)*

dn: d ueSEUni quel D=dcache- host . exanpl e. or g, Mis- Vo- nane=r esour ce, o=gri d
G ueSESt at us: Production

obj ect d ass: G ueSETop

obj ect d ass: d ueSE

obj ect d ass: @ ueKey

obj ect d ass: d ueSchenmVer si on

G ueSETot al Nearl i neSize: 0

G ueSEArchitecture: multidisk

G ueSchenaVer si onM nor: 3

G ueSEUsedNear | i neSi ze: 0

G ueChunkKey: @ ueSEUni quel D=dcache- host . exanpl e. org
A ueForei gnkKey: d ueSiteUni quel D=exanpl e. org

G ueSchemaVer si onMajor: 1

A ueSEl npl enent ati onNane: dCache

G ueSEUni quel D: dcache- host . exanpl e. org

A ueSEl npl enent ati onVersion: 3.2-3 (ns=Chi nera)

G ueSESi zeFree: 84

G ueSEUsedOnl i neSi ze: 2

G ueSETot al Onl i neSi ze: 86

G ueSESi zeTotal : 86

Car eful with the hostname

You must replace <dcache- host > inthe URI | dap: // <dcache- host >: 2170/ with
the actual hostname of your node.

It's tempting to use | ocal host in the URI when executing the Idapsearch command,
however, BDII binds to the ethernet device (e.g., eth0). Typically, | ocal host is associated
with the loopback device (10), so querying BDII withthe URI | dap: / /| ocal host: 2170/
will fail.

The LDAP query uses the o=gr i d object as the base; al reported objects are descendant objects of
this base object. The o=gr i d base selects only the GLUE v1.3 objects. To see GLUE v2.0 objects, the
base object must be o=gl ue.

The above |dapsear ch command queries BDII using the ( obj ect Cl ass=d ueSE) filter. Thisfilter
selects only objects that provide the highest-level summary information about a storage-element. Since
each storage-element has only one such object and this BDII instance only describes a single dCache
instance, the command returns only the single LDAP object.

To see adl GLUE v1.3 objects in BDII, repeat the above |dapsearch command but omit the
(obj ectd ass=G ueSE) filter: | dapsearch  -LLL -x -H |dap://<dcache-
host >: 2170 -b o=gri d. Thiscommand will output all GLUE v1.3 LDAP objects, which includes
al the GLUE v1.3 objects from the info-provider.

Searching for all GLUE v2.0 abjectsin BDII is achieved by repeating the above Idapsear ch command
but omitting the (obj ect O ass=d ueSE) filter and changing the search base to o=gl ue:
| dapsearch -LLL -x -H Idap://<dcache-host>:2170 -b o=gl ue. Thiscommand
returns acompletely different set of objects from the GLUE v1.3 queries.

You should be able to compare this output with the output from running the info-provider script
manually: BDII should contain all the objectsthat the dCache info-provider is supplying. Unfortunately,
the order in which the objects are returned and the order of an object’s properties is not guaranteed;
therefore adirect comparison of the output isn’t possible. However, it is possible to cal culate the number
of abjectsin GLUE v1.3 and GLUE v2.0.
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First, calculate the number of GLUE v1.3 objects in BDII and compare that to the number of GLUE
v1.3 objects that the info-provider supplies.

[root] # |dapsearch -LLL -x -H ldap://<dcache-host>:2170 -b o=grid \

' (obj ect d ass=d ueSchemaVersion)' | grep ~dn | wc -I
10

[root] # dcache-info-provider | \

grep -i "objectd ass: d ueSchenaVersion" | wc -|

10

Now calculate the number of GLUE v2.0 objectsin BDII describing your dCache instance and compare
that to the number provided by the info-provider:

[root] # |dapsearch -LLL -x -H Ildap://<dcache-host>:2170 -b o=glue | perl -p00e '"s/\n //g | \
grep dn.*GLUE2ServicelD | we -|

27

[root] # dcache-info-provider | perl -p00e 's/\n //g | \

grep “dn.*GLUE2ServicelD | wec -1
27

If thereisadiscrepancy in the pair of numbers obtains in the above commands then BDII has rgjecting
some of the objects. Thisislikely due to maformed LDAP objects from the info-provider.

Troubleshooting BDII problems

The BDII log file should explain why objects are not accepted; for example, due to a badly formatted
attribute. The default location of the log file is / var /| og/ bdi i/ bdi i -update. | og, but the
location is configured by the BDI | _LOG _FI LE optioninthe/ opt/ bdi i/ etc/ bdii. conf file

The BDII log files may show entries like:

2011-05-11 04:04:58,711: [WARNING dn: o=shadow
2011- 05-11 04:04:58,711: [WARNING |dapadd: Invalid syntax (21)
2011-05-11 04:04:58,711: [WARNING additional info: objectclass: value #1 invalid per syntax

This problem comeswhen BDII is attempting to inject new information. Unfortunately, the information
isn’t detailed enough for further investigation. To obtain more detailed information from BDII, switch
theBDI | _LOG _LEVEL optionin/ opt/ bdi i/ et c/ bdii . conf to DEBUG Thiswill provide more
information in the BDII log file.

Logging at DEBUG level has another effect; BDIlI no longer deletes some temporary files. These
temporary files are located in the directory controlled by the BDI | _ VAR DI Roption. Thisis/ var/
run/ bdi i by default.

Thereare several temporary fileslocatedinthe/ var / r un/ bdi i directory. When BDII decideswhich
objects to add, modify and remove, it creates LDIF instructions inside temporary files add. | di f,
nmodi fy. 1 dif and del ete. | dif respectively. Any problems in the attempt to add, modify and
delete LDAP objects are logged to corresponding error files: errors with add. | di f are logged to
add. err,nodi fy. 1 di f tonodi fy. err andsoon.

Onceinformationin BDII hasstablised, the only new, incoming objectsfor BDII comefrom those objects
that it was unable to add previously. This means that add. | di f will contain these badly formatted
objectsand add. er r will contain the corresponding errors.

Updating information

Theinformation contained withinthei nf o service may take ashort timeto achieve acompl ete overview
of dCache's state. For certain gathered information it may take a few minutes before the information
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stabilises. This delay isintentional and prevents the gathering of information from adversely affecting
dCache' s performance.

The information presented by the LDAP server is updated periodically by BDII requesting fresh
information from the info-provider. The info-provider obtains this information by requesting dCache’s
current status from i nf o service. By default, BDII will query the info-provider every 60 seconds. This
will introduce an additional delay between a changein dCache’ s state and that information propagating.

Some information is hard-coded within the i nf o- pr ovi der . xm file; that is, you will need to edit
thisfile before the published value(s) will change. These values are onesthat typically a site-admin must
choose independently of dCache’s current operations.
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Chapter 20. Stage Protection

Irina Kozlova

A dCache system administrator may specify a list of DNs/FQANs which are alowed to trigger tape
restoresfor filesnot being available on disk. Users, requesting tape-only files, and not being on that white
list, will receive a permission error and no tape operation is launched. Stage protection can be enhanced
to alow authorization specific to a dCache storage group. The additional configuration parameter is
optional alowing the stage protection to be backwards compatible when stage authorization is not
specific to a storage group.

Configuration of Stage Protection

Stage protection can optionally be configured in the pool manager rather than on the doors and the
pi nmanager . Thus the white list needs to be present on a single node only. To enable this, define the
following parameter in/ et ¢/ dcache/ dcache. conf:

dcache. aut hz. st agi ng. pep=Pool Manager

Thefile name of thewhitelist must be configured by settingthedcache. aut hz. st agi ng parameter
in/ et c/ dcache/ dcache. conf :

dcache. aut hz. st agi ng=/ et ¢/ dcache/ St ageConfi gur ati on. conf

The parameter needsto be defined on al nodeswhich enforcethe stage protection, i.e., either onthedoors
and the pi nnanager , or inthe pool manager depending on the stage policy enforcement paint.

Definition of the White List

The Stage Configuration Filewill contain awhitelist. Each line of the whitelist may contain up to three
regular expressions enclosed in double quotes. The regular expressions match the DN, FQAN, and the
Storage Group written in the following format:

"<DN>" ["<FQAN>" ["<St or ageG oup>"] ]
Lines starting with a hash symbol # are discarded as comments.

Theregular expression syntax followsthe syntax defined for the Java Pattern class [http://java.sun.com/
javase/6/docs/api/javalutil/regex/Pattern.htmil].

Example:

Here are some examples of the White List Records:
".*" "[atlas/Rol e=production”
"/ C=DE/ O=DESY/ CN=Kernit the frog"

" | C=DE/ O=DESY/ CN=Beaker" "/desy"
"/ O=CGermanGid/.*" "/desy/ Rol e=.*"

This example authorizes a number of different groups of users:
* Any user withthe FQAN / at | as/ Rol e=pr oducti on.

e Theuser withthe DN/ C=DE/ O=DESY/ CN=Kerni t t he fr og,irrespectiveof whichVOMS
groups he belongs to.
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e The user with the DN / C=DE/ O=DESY/ CN=Beaker but only if he is also identified as a
member of VO desy (FQAN / desy)

e Any user with DN and FQAN that match / O=GermanGri d/ . * and / desy/ Rol e=. *
respectively.

If astorage group is specified al three parameters must be provided. Theregular expression” . *" may
be used to authorize any DN or any FQAN. Consider the following example:

Example:

".*" "[atlas/Rol e=production” "hl:raw@sni
"/ C=DE/ O=DESY/ CN=Scooter" ".*" "sql: chi mera@snt

In the example above:

* Any user with FQAN / at | as/ Rol e=pr oduct i on is alowed to stage files located in the
storage group h1: r aw@sm

e Theuser / C=DE/ O=DESY/ CN=Scoot er, irrespective of which VOMS groups he belongs to,
is alowed to stage files located in the storage group sql : chi mer a@sm

With the plain dCap protocol the DN and FQAN are not known for any users.

Example:

In order to alow all dCap usersto stage files the white list should contain the following record:

In case this line is commented or not present in the white list, all dCap users will be disallowed
to stagefiles.

Itispossibleto allow al dCap usersto stage files located in a certain storage group.

Example:

Inthisexample, al dCap usersareallowed to stagefileslocated inthe storagegroup h1: r aw@sm

" "hl: raw@snt
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Chapter 21. Using Space
Reservations without SRM

If you are using space reservations, i.e. you set
dcache. enabl e. space-reservati on=true

in your configuration file and al of your pools are in link groups, then you can only write into dCache
if alink group is available for your transfer. Using the SRMyou can specify the link group to write into.
If you want to use another protocol likecur | or xr oot d you cannot specify alink group. In this case
you need to usethe W i t eToken directory tag.

The Space Reservation

Before you can createaW i t eToken tag you need to have a space reservation.

Space reservations are made for link groups. Thefile Li nkG oupAut hori zat i on. conf needsto
contain the link groups that can be used for space reservations. Y ou need to specify the location of the
fileinthe/ et c/ dcache/ dcache. conf file.

spacenanager . aut hz. Ii nk- group-fil e- name=/ et c/ dcache/ Li nkG oupAut hori zat i on. conf

Example:

In this example we will create the link group Wit eTokenLi nkGroup. Login to the admin
interface, cd to the Sr mSpaceManager and list the current space reservations.

(local) adnmin > cd SrnSpaceManager
( SrmSpaceManager) admin > |s
Reservati ons:

total nunber of reservations: 0
total nunmber of bytes reserved: 0

Li nkG oups:

total number of |inkG oups: O

total nunmber of bytes reservable: 0

total number of bytes reserved : O

last tine all link groups were updated: Wed Aug 07 15:20:48 CEST 2013(1375881648312)

Currently there are no space reservations and no link groups. We create the link group
Wit eTokenLi nkGr oup.

( SrnSpaceManager) adnmin > ..

(local) admin > cd Pool Manager

(Pool Manager) adm n > psu create pgroup WiteToken_pool G oup

( Pool Manager) admin psu addto pgroup WiteToken_pool Goup pool 1

( Pool Manager) admin psu renovefrom pgroup default pool1

(Pool Manager) adm n psu create |ink WiteToken_Link any-store worl d-net any-protocol

(Pool Manager) adm n psu set link WiteToken_Link -readpref=10 -witepref=10 -cachepref=0 -
p2ppref=-1

(Pool Manager) adm n
(Pool Manager) adm n

VvV VV V

> psu add link WiteToken_Link WiteToken_pool G oup

> psu create |inkGoup WiteToken_Li nkG oup

(Pool Manager) admin > psu set |inkG oup custodial All oned WiteToken_Li nkG oup true
(Pool Manager) admn > psu set |inkGoup replicaAllowed WiteToken_Li nkGoup true
(Pool Manager) adm n > psu set |inkG oup nearlineAllowed WiteToken_Li nkG oup true
(Pool Manager) admn > psu set |inkGoup onlineAllowed WiteToken_Li nkG oup true
(Pool Manager) adnmin > psu addto |inkGoup WiteToken_Li nkG oup WiteToken_Link
(Pool Manager) adm n > save

(Pool Manager) admin >

(local) adnin >

(local) admin >cd SrnSpaceManager
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( SrmSpaceManager) admin > |s
Reservati ons:

total nunber of reservations: 0
total nunber of bytes reserved: 0

Li nkG oups:

0 Nane: WiteToken_Li nkG oup FreeSpace: 6917935104 ReservedSpace: 0 Avai |l abl eSpace: 6917935104
VOs: onlineAllowed:true nearlineAllowed:true replicaAl lowed:true custodial All owed:true
out put Al | owed: true Updat eTi ne: Wed Aug 07 15:42: 03 CEST 2013(1375882923234)

total nunber of |inkGoups: 1

total nunber of bytes reservable: 6917935104

total nunber of bytes reserved : 0

last time all link groups were updated: Wed Aug 07 15:42:03 CEST 2013(1375882923234)

A space reservation can only be made, when there is a link group in the
Li nkG oupAut hori zation.conf that can be used for the space reservation.
Therefore, we configure the Li nkGr oupAut hori zati on. conf such that the link group
WiteToken_Li nkG oup can be used.

#SpaceManager Li nkGr oupAut hori zati onFil e
# this is cooment and is ignored

Li nkG oup WiteToken_Li nkG oup
*/ Rol e=*

Now we can make a space reservation for that link group.

( SrmSpaceManager) adnmin > reserve -desc=WiteToken 6000000 10000

10000 voG oup: null voRole:null retentionPolicy: CUSTODI AL accesslLat ency: ONLI NE | i nkG oupl d: 0
si ze: 6000000 created: Fri Aug 09 12:28:18 CEST 2013 lifetime: 10000000ns expiration: Fri Aug 09
15:14: 58 CEST 2013 description: WiteToken state: RESERVED used: 0 al |l ocated: 0

( SrnSpaceManager) admin > |s

Reservati ons:

10000 voG oup: null voRol e:null retentionPolicy: CUSTODI AL accesslLat ency: ONLI NE | i nkG oupl d: 0
si ze: 6000000 created: Fri Aug 09 12:26:26 CEST 2013 |ifetime: 10000000ns expiration: Fri Aug 09
15:13: 06 CEST 2013 description: WiteToken state: RESERVED used: 0 al |l ocated: 0

total nunber of reservations: 1

total nunber of bytes reserved: 6000000

Li nkG oups:

0 Nane: WiteToken_Li nkG oup FreeSpace: 6917849088 Reser vedSpace: 6000000
Avai | abl eSpace: 6911849088 VOs: {*:*} onlineAl |l owed:true nearlineAl lowed:true
replicaAl |l owed: true custodial All owed: true out put All owed: true UpdateTine: Fri Aug 09 12:25:57
CEST 2013(1376043957179)

total nunber of |inkGoups: 1

total nunber of bytes reservable: 6911849088

total nunber of bytes reserved : 6000000

( SrnSpaceManager) admn >

The Wit eToken tag

TheW i t eToken tag isadirectory tag. Createthe W i t eToken tag with

[root] # /usr/bin/chimera witetag <directory> WiteToken [<|dO SpaceReservation>]

Example:

Inthe beginning of the Book we created thedirectory / dat a and the subdirectory / dat a/ wor | d-
writable.

[root] # /usr/bin/chimera |s /data/
total 3

drwxr-xr-x 3 0 0 512 Jul 23 14:59 .
drwxrwxrwx 3 0 0 512 Jul 24 14:33 ..
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drwxrwxrwx 12 0 0 512 Jul 24 14:41 world-witable

Now, we create the directory dat a/ wri t e- t oken into which we want to write

[root] # /usr/bin/chinera nkdir /data/wite-token
[root] # /usr/bin/chinera 777 chnod /data/wite-token
[root] # /usr/bin/chinera |s /data/

total 4

drwxr-xr-x 4 0 0 512 Aug 09 12:48 .

drwxrwxrwx 3 0 0 512 Jul 24 14:33 ..

drwxrwxrwx 12 0 0 512 Jul 24 14:41 world-witable
drwxrwxrwx 2 0 0 512 Aug 09 12:48 write-token

and echo the space reservation into the WriteToken tag.

[root] # /usr/bin/chinera witetag /data/wite-token WiteToken [10000]

Copy a Fileinto the Wi t eToken

Giventhat youhaveaW i t e Token tag which containstheid of avalid space reseravtion, you can copy
afileinto a space reservation even if you are using a protocol that does not support space reservation.

Example:

In the above example we echoed the id of a space reservation into the W i t eToken tag. We can
now copy afileinto this space reservation.

[root] # curl -T test.txt http://webdav-door. exanpl e. org: 2880/ data/wite-token/curl-test.txt
[root] #
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Chapter 22. dCache Clients.

Owen Synge

There are many client toolsfor dCache. These can most easily be classified by communication protocol.

GSl - FTP

dCache provides a GSI - FTP door, whichisin effect a GSI authenticated FTP access point to dCache

Listing a directory

To list the content of a dCache directory, the GSI - FTP protocol can be used;

[user] $ edg-gridftp-1s gsiftp://gridftp-door.exanple.org/pnfs/exanple.org/datal/dtean

Checking a file exists

To check the existence of afilewith GSI - FTP.

[user] $ edg-gridftp-exists gsiftp://gridftp-door.exanple.org/pnfs/exanple.org/dataldteam
filler_test20050819130209790873000

[user] $ echo $?

0

[user] $ edg-gridftp-exists gsiftp://gridftp-door.exanple.org/pnfs/exanple.org/dataldteam
filler_test200508191302097908730002

error the server sent an error response: 451 451 /pnfs/exanpl e. org/ dat a/ dt eam
filler_test200508191302097908730002 not found

[user] $ echo $?

1

Usethereturn code

Please note the echo $7? show the return code of the last run application. The error message
returned from the client this should not be scripted against asit is one of many possible errors.

Deleting files

To delete fileswith GSI - FTP use the edg-gridftp-rm command.

[user] $ edg-gridftp-rmgsiftp://gridftp-door.exanple.org/pnfs/exanple. org/dataldteam
filler_test20050811160948926780000

This deletes the file filler_test20050811160948926780000 from the /pnfs/
exanpl e. or g/ dat a/ dt eamusingthedoor runningonthehost gr i df t p- door . exanpl e. or g
within the dCache cluster exanpl e. org

Copying files
globus-url-copy [[command line options]] [<srcUr | >] [<desti nationUrl >] ...

Copying file with globus-urI-copy follows the syntax source, destination.

Example:
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The following example copies the file /etc/ group into dCache as the file / pnfs/
exanpl e. or g/ dat a/ dt eant
test _d obusUrl Copy. clinton.504.22080.20071102160121. 2

[user] $ gl obus-url-copy \

file:////letc/group \

gsiftp://gridftp-door.exanpl e.org/ pnfs/exanpl e. org/ dat a/ dt eam!
test _Q obusUr| Copy. cl i nton. 504. 22080. 20071102160121. 2

Please note that the five slashes are really needed.

dCap

When using dcep client or using the interposition library the errors Command f ai | ed! can be safely
ignored.

dccp

Thefollowing example shows dccp being used to copy thefile/ et ¢/ gr oup into dCache asthethefile
/ pnf s/ exanpl e. or g/ dat a/ dt eant t est 6. The dccp program will connect to dCache without
authenticating.

[user] $ /opt/d-cache/dcap/bin/dccp /etc/group dcap://dcap-door.exanpl e.org: 22125/ pnf s/

exanpl e. or g/ dat a/ dt eani t est 6

Command f ai | ed!

Server error message for [1]: "path /pnfs/exanple.org/data/dteanmtest6 not found" (errno 10001).
597 bytes in 0 seconds

The following example shows dccp being used to upload thefile/ et ¢/ gr oup. Inthisexample, dccp
will authenticate with dCache using the GSI  protocol.

[user] $ /opt/d-cache/dcap/bin/dccp /etc/group gsidcap://gsidcap-door.exanple.org: 22128/ pnfs/
exanpl e. org/ data/dtean test5

Conmand fai | ed!

Server error nessage for [1]: "path /pnfs/exanple.org/data/dteamtest5 not found" (errno 10001).
597 bytes in 0 seconds

The following example shows dccp with the debugging enabled. The value 63 controls how much
information is displayed.

[user] $ /opt/d-cache/dcap/bin/dccp -d 63 /etc/group dcap://dcap-door. exanpl e. org: 22128/ pnf s/
exanpl e. or g/ dat a/ dt eanf t est 3

Dcap Version version-1-2-42 Jul 10 2007 19:56: 02

Usi ng system native stat64 for /etc/group.

Al | ocat ed nmessage queues 0, used O

Usi ng environnent variable as configuration
Al | ocat ed nessage queues 1, used 1

Creating a new control connection to dcap-door.exanple.org: 22128.

Activating IO tunnel. Provider: [libgsi Tunnel.so].

Added 10 tunneling plugin libgsiTunnel.so for dcap-door.exanpl e.org: 22128.

Setting 10 tinmeout to 20 seconds.

Connected in 0.00s.

Renoving 1O tineout handl er.

Sendi ng control nessage: 0 O client hello 0 0 2 42 -uid=501 -pi d=32253 -gi d=501

Server reply: wel cone.

dcap_pool: POLLIN on control line [3] id=1

Connected to dcap-door. exanpl e. org: 22128

Sendi ng control message: 1 O client stat "dcap://dcap-door. exanpl e.org: 22128/ pnf s/ exanpl e. or g/
dat a/ dt eant t est 3" - ui d=501

Command f ai | ed!

Server error nessage for [1]: "path //pnfs/exanpl e.org/data/dteam test3 not found" (errno 10001).
[-1] unpluging node

Renovi ng unneeded queue [ 1]
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[-1] destroing node

Real file nanme: /etc/group.

Usi ng system native open for /etc/group.

extra option: -alloc-size=597

[Fri Sep 7 17:50:56 2007] Going to open file dcap://dcap-door.exanple.org: 22128/ pnf s/ exanpl e. or g/
data/dteam test3 in cache.

Al | ocat ed nessage queues 2, used 1

Usi ng envi ronnent variable as configuration

Activating IO tunnel. Provider: [libgsiTunnel.so].

Added 10O tunneling plugin |ibgsiTunnel.so for dcap-door.exanpl e.org: 22128.
Usi ng existing control connection to dcap-door.exanpl e. org: 22128.

Setting hostnane to dcap-door. exanpl e. org.

Sendi ng control message: 2 0 client open "dcap://dcap-door. exanpl e.org: 22128/ pnf s/ exanpl e. or g/
dat a/ dt eanf t est 3" w -npde=0644 -truncate dcap-door. exanple.org 33122 -ti meout =-
1 -onerror=default -alloc-size=597 -uid=501

Polling data for destination[6] queuelD[2].

Got cal | back connection from dcap-door. exanpl e. org: 35905 for session 2, nylD 2.
cache_open -> K

Enabl i ng checksumring on wite.

Cache open succeeded in 0.62s.

[7] Sending | OCMD _WRI TE.

Ent er ed sendDat aMessage.

Pol ling data for destination[7] queuel D2].

[7] Got reply 4x12 bytes len.

[7] Reply: code[6] response[1l] result[O].

get _reply: no special fields defined for that type of response.

[7] Got reply 4x12 bytes |en.

[7] Reply: code[7] response[1l] result[O].

get _reply: no special fields defined for that type of response.

[ 7] Expected position: 597 @597 bytes witten.

Usi ng system native close for [5].

[ 7] unplugi ng node

Fil e checksumis: 460898156

Sendi ng CLCSE for fd:7 ID: 2.

Setting 10 tinmeout to 300 seconds.

Ent er ed sendDat aMessage.

Pol 1ing data for destination[7] queuel D] 2].

[7] Got reply 4x12 bytes |en.

[7] Reply: code[6] response[4] result[O].

get _reply: no special fields defined for that type of response.

Server reply: ok destination [2].

Renmoving | O tinmeout handl er.

Renovi ng unneeded queue [ 2]

[ 7] destroing node

597 bytes in 0 seconds

Debuggi ng

Using the dCache client interposition library.
Finding the GSI tunnel.

When the LD_PRELQAD library | i bpdcap. so variable produces errors finding the GSI
tunnel it can be useful to specify the location of the GSI tunnel library directly using the
following command:

[user] $ export
DCACHE_| O_TUNNEL=/ opt / d- cache/ dcap/ | i b/ I i bgsi Tunnel . so

Please see http://www.dcache.org/manuals/experts docs/tunnel-HOWTO.html for further
details on tunnel setup for the server.

dCap is a POSIX like interface for accessing dCache, alowing unmodified applications to access
dCache transparently. This access method uses a proprietary data transfer protocol, which can emulate
POSIX access acrossthe LAN or WAN.

Unfortunately the client requires inbound connectivity and so it is not practical to use this protocol over
the WAN as most sites will not allow inbound connectivity to worker nodes.
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To make non dCache aware applications access files within dCache through dCap al that is needed is
set the LD_PRELQAD environment variableto/ opt / d- cache/ dcap/ 1 i b/ 1i bpdcap. so.

[user] $ export LD_PRELOAD=/opt/d-cache/dcap/lib/libpdcap.so
Setting the LD_PREL QAD environment variable results in the library | i bpdcap. so overriding the

operating system calls. After setting this environment variable, the standard shell command should work
with dCap and GSI dCap URLSs.

Example:

The following session demonstrates copying afile into dCache, checking the fileis present with the
Is command, reading the first 3 lines from dCache and finally deleting the file.

[user] $ cp /etc/group gsidcap://gsidcap-door.exanpl e.org: 22128/ pnf s/ exanpl e. or g/ dat a/ dt ean!
nmyFile

[user] $ |s gsidcap://gsidcap-door.exanple.org: 22128/ pnf s/ exanpl e. org/ data/dteani DirO Fil e
[user] $ head -3 gsidcap://gsidcap-door.exanpl e.org: 22128/ pnf s/ exanpl e. or g/ dat a/ dt ean? nyFi | e
root: x: 0:

daenon: x: 1:

bi n: x: 2:

[user] $ rm gsidcap://gsidcap-door.exanple.org: 22128/ pnf s/ exanpl e. or g/ dat a/ dt eant MyFi | e

SRM

dCache provides a series of clients one of which is the SRM client which supports a large number
operations, but is just one Java application, the script name is sent to the Java applications command
line to invoke each operation.

This page just shows the scripts command line and not the invocation of the Java application directly.

Creating a new directory.

Usage:
srmmkdir [[command line options]] [<sr mJr | >]

Example:

Example:

The following example creates the directory / pnf s/ exanpl e. or g/ dat a/ dt eani nyDi r .

[user] $ srrmmkdir srm//srmdoor.exanpl e. or g: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eami nyDi r

Removing files from dCache

Usage:

srmrm [[command line options]] [<sr mJr | > ..]

Example:

[user] $ srnrm srm//srmdoor.exanpl e. org: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam nyDi r/ nyFi |l e
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Removing empty directories from dCache

It isallowed to remove only empty directories as well as trees of empty directories.

Usage:
srmrmdir [command line options] [<sr nir | >]

Examples:

Example:

[user] $ srmrmdir srm//srmdoor. exanpl e. org: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eamd nyDi r

Example:

[user] $ srnrndir -recursive=true srm//srmdoor.exanpl e.org: 8443/ pnfs/exanpl e. or g/ dat a/ dt eam

nmyDir

srmcp for SRMv1

Usage:

srmcp [command line options] <sour ce>...[<dest i nat i on>]
or

srmep [command line options] [-copyjobfile] <f i | e>

Copying files to dCache

Example:

[user] $ srntp -webservice_protocol =http \

file://l/letc/group \

srm//srmdoor. exanpl e. or g: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam!
test _Srmclinton.501. 32050. 20070907153055. 0

Copying files from dCache

[user] $ srntp -webservice_protocol =http \
srm//srmdoor. exanpl e. or g: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam
test _Srm clinton.501. 32050. 20070907153055. 0 \
file://///tnp/testfilel -streams_nunrl

srmcp for SRMv2.2

Getting the dCache Version

The srmping command will tell you the version of dCache. This only works for authorized users and

not just authenticated users.

[user] $ srnping -2 srm//srmdoor.exanpl e. org: 8443/ pnfs
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WARNI NG SRM PATH i s defined, which mght cause a wong version of srmclient to be executed
WARNI NG SRM PATH=/ opt / d- cache/ srm

Versionlnfo : v2.2

backend_t ype: dCache

backend_versi on: production-1-9-1-11

Space Tokens

Space token support must be set up and reserving space with the admin interface this is also
documented in the SRM section and in the dCache wiki [http://trac.dcache.org/projects/dcache/wiki/
manualYSRM_2.2_Setup].

Space Token Listing

Usage:

get-space-tokens [command line options] [<sr mr | >]

Example 22.1. surveying the space tokens available in a directory.

[user] $ srmget-space-tokens srm//srmdoor.exanpl e.org: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam -
srm_protocol _version=2

A successful result:

return status code : SRM SUCCESS
return status expl. : K
Space Reservation Tokens
148241

148311

148317

28839

148253

148227

148229

148289

148231

148352

Example 22.2. Listing the space tokens for a SRM

[user] $ srmget-space-tokens srm//srmdoor.exanple. org: 8443
Space Reservation Tokens
145614

145615

144248

144249

25099

145585

145607

28839

145589

Space Reservation

Usage:

srm-reserve-space [[command line options]] [<sr niJr | >]

[user] $ srmreserve-space \
-desired_size 2000 \

-srm protocol _version=2 \
-retention_policy=REPLI CA \
-access_| at ency=0ONLI NE \

- guar ant eed_si ze 1024 \
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-lifetime 36000 \
srm//srmdoor. exanpl e. or g: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam

A successful result:

Space token =144573

A typical failure

SRMO i ent V2 : srnBtat usOf Reser veSpaceRequest
door . exanpl e. or g: 8443/ srml manager v2

status: code=SRM NO FREE_SPACE expl anantion= at Thu Nov 08 15:29:44 CET 2007 state Failed :
space avail abl e

lifetinme = null

access |atency = ONLINE

retention policy = REPLICA

guar anteed size = null

total size = 34

contacting service httpg://srm

no

Also you can get info for this space token 14457 3:

[user] $ srmget-space-netadata srm//srmdoor.exanpl e.org: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam -
space_t okens=144573

Possible result:

Space Reservation with token=120047
owner : VoG oup=/ dt eam VoRol e=NULL
total Si ze: 1024
guar ant eedSi ze: 1024
unusedsSi ze: 1024
I'ifetineAssigned: 36000
lifetinmeLeft: 25071
accesslLat ency: ONLI NE
retentionPolicy: REPLI CA

Writing to a Space Token

Usage: srmcp [command line options] source(s) destination

Examples:

[user] $ srntp -protocol s=gsiftp -space_token=144573 \
file://///home/user/path/to/nyFile \
srm//srmdoor. exanpl e. org: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eami nyFi | e

[user] $ srncp -protocol s=gsiftp -space_t oken=144573 \
file://///home/user/path/to/nyFilel \
file://///home/user/path/to/nyFile2 \

srm//srmdoor. exanpl e. or g: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam

Space Metadata

Users can get the metadata available for the space, but the ability to query the metadata of a space
reservation may be restricted so that only certain users can obtain this information.

[user] $ srmget-space-netadata srm//srm door.exanpl e.org: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam -
space_t okens=120049
WARNI NG SRM PATH i s defined, which mght cause a wong version of srmclient to be executed
WARNI NG SRM _PATH=/ opt / d- cache/ srm
Space Reservation with token=120049

owner : VoG oup=/ dt eam VoRol e=NULL

total Si ze:

guar ant eedSi ze:
unusedSi ze:
lifetineAssigned:
lifetineLeft:
accesslLat ency:

1024
1024
1024
36000
30204
ONLI NE
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retentionPolicy: REPLI CA
Space Token Release

Removes a space token from the SRM

[user] $ srmrel ease-space srm//srmdoor. exanpl e. org: 8443 - space_t oken=15

Listing a file in SRM
SRMversion 2.2 has a much richer set of file listing commands.

Usage:

srmls [command line options] <sr mJr | >...

Example22.3. Usingsrm s -1 :

[user] $ srm's srm//srmdoor.exanpl e.org: 8443/ pnfs/exanpl e. org/ data/ dteanftestdir -2
0 /pnfs/exanpl e.org/data/ dteam testdir/
31 /pnfs/exanple.org/data/ dteamtestdir/testFilel
31 /pnfs/exanpl e.org/data/dteamtestdir/testFile2
31 /pnfs/exanple.org/data/ dteam testdir/testFile3
31 /pnfs/exanpl e.org/data/dteamtestdir/testFile4d
31 /pnfs/exanple.org/data/ dteam testdir/testFile5

Note

The -1 option results in srmls providing additional information. Collecting this additional
information may result in a dramatic increase in execution time.

Example22.4. Usingsrm s -1 :

[user] $ srms -1 srm//srmdoor.exanpl e.org: 8443/ pnfs/ exanpl e. org/ data/dteanmtestdir -2
0 /pnfs/exanpl e.org/data/dteam testdir/
st orage type: PERVANENT
retention policy: CUSTCDI AL
access | atency: NEARLI NE
| ocal i ty: NEARLI NE
locality: null
User Permi ssion: ui d=18118 Per m ssi onsRWK
G oupPer m ssi on: gi d=2688 Per m ssi onsRWK
Wor | dPer mi ssi on: RX
created at:2007/10/31 16:16: 32
nodi fi ed at:2007/11/08 18:03: 39
- Assigned lifetine (in seconds): -1
- Lifetinme left (in seconds): -1
- Oiginal SURL: /pnfs/exanple.org/data/dteamtestdir
- Status: null
- Type: DI RECTORY
31 /pnfs/exanple.org/data/dteamtestdir/testFilel
storage type: PERVANENT
retention policy: CUSTODI AL
access | atency: NEARLI NE
I ocal i ty: NEARLI NE
- Checksum val ue: 84d007af
- Checksum type: adler32
User Per mi ssion: ui d=18118 Per m ssi onsRW
G oupPer m ssi on: gi d=2688 Perm ssi onsR
Wor | dPer m ssion: R
created at:2007/11/08 15:47:13
nodi fied at:2007/11/08 15:47:13
- Assigned lifetine (in seconds): -1
- Lifetinme left (in seconds): -1
- Original SURL: /pnfs/exanple.org/data/dteamtestdir/testFilel
- Status: null
- Type: FILE
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If you have more than 1000 entriesin your directory then dCachewill return only thefirst 1000. To view
directories with more than 1000 entries, please use the following parameters:

srmisparameters

-count=<i nt eger >
The number of entries to report.

-offset=<i nt eger >

Example 22.5. Limited directory listing

The first command shows the output without specifying - count or - of f set . Since the directory
contains less than 1000 entries, all entries are listed.

[user] $ srmls srm//srmdoor.exanple.org: 8443/ pnfs/exanpl e. org/ data/ dteanidirl \
srm//srmdoor. exanpl e. or g: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eani di r 2
0 /pnfs/exanpl e. org/ data/ dt eam di r 1/
31 /pnfs/exanpl e.org/data/dteam dir1l/ nyFilel
28 / pnfs/exanpl e. org/ data/ dt eami di r 1/ nyFi | e2
47 | pnf s/ exanpl e. or g/ dat a/ dt eani di r 1/ nyFi | e3
0 / pnfs/exanpl e. or g/ dat a/ dt eam di r 2/
25 /pnfs/exanpl e.org/data/dteamidir2/fil eA
59 /pnfs/exanple.org/data/dteamidir2/fileB

Thefollowing exampl es shows the result when using the- count option to listing thefirst three entries.

[user] $ srm's -count=3 srm//srmdoor.exanpl e. org: 8443/ pnf s/ exanpl e. org/ data/dteam testdir -
srm_protocol _version=2
0 /pnfs/exanpl e.org/data/dteanftestdir/

31 /pnfs/exanple.org/data/ dteamtestdir/testFilel

31 /pnfs/exanpl e.org/data/dteamtestdir/testFile2

31 /pnfs/exanple.org/data/dteamtestdir/testFile3

In the next command, the - of f set optionisused to view adifferent set of entries.

[user] $ srm's -count=3 -offset=1 srm//srmdoor.exanpl e. org: 8443/ pnf s/ exanpl e. or g/ dat a/ dt eam
testdir -srmprotocol _version=2
0 /pnfs/exanpl e.org/data/dteanftestdir/

31 /pnfs/exanple.org/data/ dteam testdir/testFile2

31 /pnfs/exanpl e.org/data/dteamtestdir/testFile3

31 /pnfs/exanple.org/data/ dteamtestdir/testFil e4

ldap

dCache is commonly deployed with the BDII. The information provider within dCache publishes
informationto BDII. To querying thedCache BDII isamatter of using the standard command | dapsearch.
For grid the standard Idap port is set to 2170 from the previous value of 2135.

[user] $ I|dapsearch -x -H Idap://local host: 2170 -b nds-vo-nanme=resource, o=grid > /tnp/

| dap. out put. | dif

[user] $ wc -1 /tnp/ldap.output.ldif
205 /tnp/|dap. output.|dif

As can be seen from above even a single node standard install of dCache returns a considerable number
of lines and for this reason we have not included the output, in this case 205 lines where written.

Using the LCG commands with dCache

The l cg_util RPM contains many small command line applications which interact with SRM
implementations, these where developed independently from dCache and provided by the LCG grid
computing effort.
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Each command line application operates on a different method of the SRMinterface. These applications
where not designed for normal use but to provide components upon which operations can be built.

Icg-gt queriesthe BDII information server. Thisaddsan additional requirement that the BDII information
server can be found by Icg-gt, please only attempt to contact servers found on your user interface using.

[user] $ lcg-infosites --vo dteam se

The Icg-gt Application

SRM provides a protocol negotiating interface, and returns a TURL (transfer URL). The protocol
specified by the client will be returned by the server if the server supports the requested protocol.

To read afile from dCache using Icg-gt you must specify two parameters the SURL (storage URL), and
the protcol (GSI dCap or GSI - FTP) you wish to use to access thefile.

[user] $ lcg-gt srm//srmdoor.exanpl e.org/ pnfs/exanpl e.org/ dat a/ dt eam group gsi dcap

gsi dcap: // gsi dcap-door. exanpl e. or g: 22128/ pnf s/ exanpl e. or g/ dat a/ dt ean? gr oup

- 2147365977
- 2147365976

Each of the above three lines contains different information. These are explained below.

gsi dcap: // gsi dcap- door. exanpl e. org: 22128/ pnf s/ exanpl e. or g/ dat a/
dt eant gr oup isthetransfer URL (TURL).

- 2147365977 isthe SRMRequest | d, Please note that it is a negative number in this example,
which is alowed by the specification.

- 2147365976 isthe Unique identifier for the file with respect to the Request | d. Please note that
with this example this is a negative number.

Remember toreturn your Request |d

dCache limits the number of Request | dsauser may have. All Request | dsshould be
returned to dCache using the command Icg-sd.

If you use lcg-gt to request afile with aprotocol that isnot supported by dCache the command will block
for some time as dCache' s SRMinterface times out after approximately 10 minutes.

The Icg-sd Application

This command should be used to return any TURLSs given by dCache' s SRMinterface. This is because
dCache provides alimited number of TURLs available concurrently.

Icg-sd takesfour parameters. the SURL, theRequest 1d,theFi | e | d withrespecttotheRequest
| d, and the direction of data transfer.

The following example is to complete the get operation, the values are taken form the above example
of Icg-gt.

[user] $ lcg-sd srm//srmdoor.exanpl e.org: 22128/ pnf s/ exanpl e. or g/ dat a/ dt eaml group " -2147365977"
" -2147365976" 0

Negative numbers

dCache returns negative numbers for Request | d and Fil e | d. Please note that Icg-sd
requires that these values are places in double-quotes with a single space before the - sign.
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The Request | d isone of the values returned by the lcg-gt command. In this example, the value
(- 2147365977) comes from the above example lcg-gt.

TheFi | e |disasooneof the values returned returned by the Icg-gt command. In this example, the
value (- 2147365976) comes from the above example Icg-gt.

The direction parameter indicates in which direction data was transferred: O for reading dataand 1 for
writing data.
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Checksums

In dCache the storage of a checksum is part of a successful transfer.

« For an incoming transfer a checksum can be sent by the client (Client Checksum, it can be calculated
during the transfer (Transfer Checksum) or it can be calculated on the server after the file has been
written to disk (Server File Checksum).

» For apool to pool transfer a Transfer Checksum or a Server File Checksum can be calcul ated.

 For datathat is flushed to or restored from tape a checksum can be calculated before flushed to tape
or after restored from tape, respectively.

Client Checksum
The client cal cul ates the checksum before or while the data is sent to dCache. The checksum value,
depending on when it has been calculated, may be sent together with the open request to the door
and stored into Chimera before the data transfer begins or it may be sent with the close operation
after the data has been transferred.

The dCap protocol provides both methods, but the dCap clients use the latter by default.

The FTP protocol does not provide a mechanism to send a checksum. Nevertheless, some FTP
clients can (mis-)usethe“si t €” command to send the checksum prior to the actual data transfer.

Transfer Checksum
While datais coming in, the server data mover may cal culate the checksum on the fly.

Server File Checksum
After all the file data has been received by the dCache server and the file has been fully written to
disk, the server may calculate the checksum, based on the disk file.

The default configuration is that a checksum is calculated on write, i.e. a Server File Checksum.

How to configure checksum calculation

Configure the calculation of checksums in the admin interface. The configuration has to be done for
each pool separately.
(local) admn > cd <pool nane>

(<pool name>) admn > csmset policy -<option>=<on/off>
(<pool nane>) adm n > save

The configuration will be saved in the file <pat h/t o/ pool >/ <naneOf Pool di rect ory>/
set up.

Use the command csm info to see the checksum policy of the pool.

(<pool nane>) admn > csminfo

Policies
on read : false
on wite : true

on flush : false
on restore : false
on transfer : false
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enforce crc : true
getcrcfromhsm: fal se
scrub : false

The default configuration is to check checksums on write.
Use the command help csm set policy to see the configuration options.
The syntax of the command csm set policy is

csm set policy[-<option>=on[|off]]
where <opt | on> can be replaced by

OPTIONS

ont ransfer
If supported by the protocol, the checksum is cal culated during file transfer.

onwite
The checksum is calculated after the file has been written to disk.

onrestore
The checksum is calculated after data has been restored from tape.

onfl ush
The checksum is calculated before datais flushed to tape.

getcrcfromhsm
If the HSM script supportsit, the <pnf si d>. cr cval fileisread and stored in Chimera.

scrub
Pool data will periodically be veryfied against checksums. Use the command help csm set policy
to see the configuration options.

enforcecrc
If no checksum has been calculated after or during the transfer, this option ensures that a checksum
is calculated and stored in Chimera.

The option onr ead has not yet been implemented.

If an option is enabled a checksum is calculated as described. If there is already another checksum, the
checksums are compared and if they match stored in Chimera.

| mportant

Do not changethe default configuration for theoptionenf or cecr c¢. Thisoption should always
be enabled as this ensures that there will always be a checksum stored with afile.

Migration Module

The purpose of the migration moduleis essentially to copy or move the content of a pool to one or more
other pools.

Typical use cases for the migration module include:
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» Vacating pools, that is, moving all files to other pools before decomissioning the pool.
« Caching data on other pooals, thus distributing the load and increasing availahility.

» Asan dternative to the hopping manager.

Overview and Terminology

The migration module runs inside pools and hosts a number of migration jobs. Each job operates on a
set of files on the pool on which it is executed and can copy or move those files to other pools. The
migration module provides filters for defining the set of files on which ajob operates.

The act of copying or moving a single file is called a migration task. A task selects a target pool and
asks it to perform a pool to pool transfer from the source pool. The actual transfer is performed by the
same component performing other pool to pool transfers. The migration module does not perform the
transfer; it only orchestratesit.

The state of the target copy (the target state) aswell asthe source copy (the source state) can be explicitly
defined. For instance, for vacating a pool the target stateis set to be the same as the original source state,
and the source state is changed to removed; for caching files, the target state is set to cached, and the
source state is unmodified.

Sticky flags owned by the pin manager are never touched by a migration job, however the migration
module can ask the pin manager to move the pin to the target pool. Care has been taken that unless the
pinismoved by the pin manager, the source fileisnot deleted by amigration job, even if asked to do so.
To illustrate this, assume a source file marked precious and with two sticky flags, one owned by foobar
and the other by the pin manager. If amigration job is configured to delete the source file, but not to
move the pin, the result will be that the file is marked cached, and the sticky flag owned by foobar is
removed. The pin remains. Once it expires, thefileis eligible for garbage collection.

All operations are idempotent. This means that a migration job can be safely rerun, and as long as
everything else is unchanged, files will not be transferred again. Because jobs are idempotent they do
not need to maintain persistent state, which in turns means the migration module becomes simpler and
more robust. Should a pool crash during a migration job, the job can be rerun and the remaining files
will be transfered.

Note

Please notice that a job is only idempotent as long as the set of target pools do not change.
If pools go offline or are excluded as a result of a an exclude or include expression, then the
idempotent nature of ajob may belost.

Itissafeto run migration jobs while pools are in use. Once started, migration jobs run to completion and
do only operate on those files that matched the selection filters at the time the migration job started. New
filesthat arrive on the pool are not touched. Neither are files that change state after a migration job has
been initialized, even though the selection filters would match the new state of the file. The exception
to the rule is when files are deleted from the pool or change state so that they no longer match the
selection filter. Such fileswill be excluded from the migration job, unlessthe file was already processed.
Rerunning amigration job will forceit to pick up any new files. Because thejob isidempotent, any files
copied before are not copied again.

Permanent migration jobs behave differently. Rather than running to completion, permanent jobs keep
running until explicitly cancelled. They monitor the pool for any new files or state changes, and
dynamically add or remove files from the transfer queue. Permanent jobs are made persistent when the
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save command is executed and will be recreated on pool restart. The main use case for permanent jobs
is as an alternative to using a central hopping manager.

Idempotence is achieved by locating existing copies of afile on any of the target pools. If an existing
copy is found, rather than creating a new copy, the state of the existing copy is updated to reflect the
target state specified for the migration job. Careistaken to never makeafile morevolatilethan it already
is: Sticky flags are added, or existing sticky flags are extended, but never removed or shortened; cached
files may be marked precious, but not vice versa. One caveat is when the target pool containing the
existing copy is offline. In that case the existence of the copy cannot be verified. Rather than creating a
new copy, thetask failsand thefileis put back into the transfer queue. Thisbehaviour can be modified by
marking amigration job as eager. Eager jobs create new copiesif an existing copy cannot beimmediately
verified. Asarule of thumb, permanent jobs should never be marked eager. Thisisto avoid that alarge
number of unnecessary copies are created when several pools are restarted simultaneously.

A migration task aborts whenever it runs into a problem. The file will be reinserted at the end of
the transfer queue. Consequently, once a migration job terminates, al files have been successfully
transferred. If for some reason tasks for particular files keep failing, then the migration job will never
terminate by itself asit retriesindefinitely.

Command Summary

Login to the admin interface and cd to a pool to use the migration commands. Use the command help
migration to view the possiblities.

(local) admn > cd <pool nane>
(<pool nane>) admn > help migration
m gration cache [ OPTI ONS] TARCET. ..
m gration cancel [-force] JOB

m gration clear

m gration concurrency | D CONCURRENCY
m gration copy [ OPTIONS] TARCET...
mgration info JOB

mgration Is

m gration nove [ OPTI ONS] TARCET. ..
m gration resume JOB

m gration suspend JOB

The commands migration copy, migration cache and migration move create new migration jobs.
These commands are used to copy filesto other pools. Unlessfilter options are specified, al files on the
source pool are copied. The syntax for these commands is the same; example migration copy:

m gration <copy>|[<option>]<target>

There are four different types of options. The filter options, transfer options, target options and lifetime
options. Please run the command help migration copy for a detailed description of the various options.

The commands migration copy, migration move and migration cache take the same options and only
differ in default values.

migration move
The command migration move does the same as the command migration copy with the options:

» -snode=del et e (default for migration copy issarne).
* - pi ns=nove (default for migration copy iskeep).

additionally it usesthe option - veri fy.
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migration cache
The command migration cache does the same as the command migration copy with the option:

e -tnpde=cached

Jobsareassinged ajob | D and are executed in the background. The status of ajob may be queried through
the migration info command. A list of all jobs can be obtained through migration Is. Jobs stay in the
list even after they have terminated. Terminated jobs can be cleared from the list through the migration
clear command.

Jobs can be suspended, resumed and cancelled through the migr ation suspend, migration resume and
migration cancel commands. Existing tasks are allowed to finish before ajob is suspended or cancelled.

Example:

A migration job can be suspended and resumed with the commands migration suspend and
migration resume respectively.
(local) admin > cd <pool nane>

(<pool name>) admin > mgration copy -pnfsid=000060D40698B4BF4BE284666ED29CC826C7 pool 2
[1] INITIALI ZI NG mi gration copy 000060D40698B4BF4BE284666ED29CC826C7 pool 2

[1] SLEEPI NG m gration copy 000060D40698B4BF4BE284666ED29CC826C7 pool 2
(<pool nane>) admin > migration |s
[1] RUNNI NG m gration copy 000060D40698B4BF4BE284666ED29CC826C7 pool 2

(<pool nane>) admin > migration suspend 1
[ 1] SUSPENDED m gration copy 000060D40698B4BF4BE284666ED29CC826C7 pool 2
(<pool nane>) admin > migration resune 1

[1] RUNNI NG m gration copy 000060D40698B4BF4ABE284666ED29CC826C7 pool 2
(<pool nane>) admin > migration info 1

Command : mgration copy -pnfsid=000060D40698B4BF4BE284666ED29CC826C7 pool 2
St ate : RUNNI NG

Queued 0

Attenpts o1

Targets : pool 2

Conpleted : O files; 0 bytes; 0%

Tot al : 5242880 bytes

Concurrency: 1

Runni ng tasks:

[1] 00007C75C2E635CD472C8A75F5A90E4960D3: TASK. Getti nglLocati ons
(<pool nane>) admin > nigration info 1

Conmand : mgration copy -pnfsi d=000060D40698B4BF4BE284666ED29CC826C7 pool 2
State : FI' NI SHED

Queued 0

Attenpts 1

Targets : pool 2

Completed : 1 files; 5242880 bytes

Tot al . 5242880 bytes

Concurrency: 1

Runni ng t asks:

(<pool nane>) admn > nigration |s

[1] FI NI SHED m gration copy 000060D40698B4BF4BE284666ED29CC826C7 pool 2

A migration job can be cancelled with the command migration cancel .

(local) admin > cd <pool nane>

(<pool name>) admin > mgration copy -pnfsi d=0000D194FBD450A44D3EA606D0434D6D88CD pool 2
[1] I'NITIALI ZI NG migration copy 0000D194FBD450A44D3EA606D0434D6D88CD pool 2

(<pool name>) admin > mgration cancel 1

[1] CANCELLED m gration copy -pnfsid=0000D194FBD450A44D3EA606D0434D6D88CD pool 2

And terminated jobs can be cleared with the command migration clear.

(<pool nane>) admin > mgration |Is

[3] FI NI SHED m gration copy -pnfsid=0000D194FBD450A44D3EA606D0434D6D88CD pool 2
[2] FI NI SHED m gration copy -pnfsid=00007C75C2E635CD472C8A75F5A90E4960D3 pool 2
[1] FI NI SHED m gration copy -pnfsi d=0000A48650142CBF4E55A7A26429DFEA27B6 pool 2
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[5] FI NI SHED m gration nove -pnfsi d=000028C0C288190C4CE7822B3DB2CA6395E2 pool 2
[4] FI NI SHED m gration nove -pnfsid=00007C75C2E635CD472C8A75F5A90E4960D3 pool 2
(<pool name>) admin > mgration clear

(<pool nane>) admin > migration |s

Except for the number of concurrent tasks, transfer parameters of existing jobs cannot be changed.
This is by design to ensure idempotency of jobs. The concurrency can be altered through the
migration concurrency command.

(<pool nane>) admn > migration concurrency 4 2
(<pool nane>) admin > nigration info

Conmand : mgration copy pool 2
State : FI' NI SHED

Queued 0

Attenpts 6

Targets . pool 2

Completed : 6 files; 20976068 bytes
Tot al : 20976068 bytes

Concurrency: 2
Runni ng t asks:

Examples

Vacating a pool

Example:

To vacate the pool <sour cePool >, wefirst mark the pool r ead- onl y to avoid that more files
are added to the pool, and then moveall filestothe pool <t ar get Pool >. Itisnot strictly necessary
to mark the pool r ead- onl y, however if not done there is no guarantee that the pool is empty
when the migration job terminates. The job can be rerun to move remaining files.

(<sourcePool >) adm n > pool disable -rdonly
(<sourcePool >) adnmin > mgration nove <targetPool >

[1] RUNNI NG m gration nove <targetPool >
(<sourcePool >) admin > nmigration info 1
Conmand : mgration nove <targetPool >
State : RUNNI NG

Queued 0

Attenpts o1

Targets . <target Pool >

Conpleted : O files; O bytes; 0%

Tot al . 830424 bytes

Concurrency: 1

Runni ng t asks:

[0] 0001000000000000000BFAEQ: TASK. Copyi ng -> [ <target Pool >@ ocal ]
(<sourcePool >) admin > migration info 1

Commrand : mgration nove <targetPool >
St ate . FI NI SHED

Queued 0

Attenpts 1

Targets : <target Pool >

Conpleted : 1 files; 830424 bytes

Tot al : 830424 bytes

Concurrency: 1

Runni ng tasks:

(<sourcePool >) admn > rep Is
(<sourcePool >) admin >

Caching recently accessed files

‘ Example:
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Say wewant to cacheall filesbelonging tothestoragegroup at | as: def aul t and accessed within
the last month on a set of low-cost cache pools defined by the pool group cache_pool s. Wecan
achieve this through the following command.

(<sourcePool >) admin > mgration cache -target=pgroup -accessed=0..2592000 -

st orage=at | as: default cache_pool s

[1] INITIALI ZI NG migration cache -target=pgroup -accessed=0..2592000 -storage=atl as: defaul t
cache_pool s

(<sourcePool >) admin > migration info 1

Conmmrand : mgration cache -target=pgroup -accessed=0..2592000 -storage=atl as: defaul t
cache_pool s

State : RUNNI NG

Queued . 2577

Attenpts 2

Targets . pool group cache_pools, 5 pools

Conpleted : 1 files; 830424 bytes; 0%

Tot al : 2143621320 bytes

Concurrency: 1
Runni ng t asks:
[ 72] 00010000000000000000BE10: TASK. Copyi ng -> [ pool _2@ ocal ]

The files on the source pool will not be altered. Any file copied to one of the target pools will be
marked cached.

Renaming a Pool

A pool may be renamed with the following procedure, regardiess of the type of files stored on it.

Disable file transfers from and to the pool with
(<pool nane>) adm n > pool disable -strict

Then make sure, no transfers are being processed anymore. All the following commands should give
no output:

(<pool nane>) admin >
(<pool nane>) admn > nover |s
(<pool nane>) admn > p2p |Is
(<pool nane>) admn > pp Is
(<pool nane>) admn > st jobs Is
(<pool nane>) admn > rh jobs Is

queue |s queue

Now the files on the pools have to be unregistered on the namespace server with

(<pool name>) admin > pnfs unregister

Note
Do not get confused that the commands pnfs unregister and pnfs register contain pnf s in
their names. They aso apply to dCache instances with Chimera and are named like that for
legacy reasons.
Evenif the pool contains preciousfiles, thisisno problem, sincewewill register them againin amoment.
The files might not be available for a short moment, though. Log out of the pool, and stop the domain
running the pool:

[root] # dcache stop <pool Donai n>
St oppi ng <pool Domai n> (pi d=6070) 0 1 2 3 done
[root] #

Adapt the name of the pool in the layout files of your dCache installation to include your new pool-
name. For ageneral overview of layout-files see the section called “ Defining domains and services’.

Example:
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For example, to rename a pool from swi nmi ngPool to car Pool , change your layout file from

[ <pool Donai n>]

[ <pool Donwi n>/ pool ]
nanme=swi mm ngPool
pat h=/ pool /

to

[ <pool Donai n>]

[ <pool Donai n>/ pool ]
name=car Pool

pat h=/ pool /

Warning

Be careful about renaming pools in the layout after users have already been writing to them.

This can causeinconsistenciesin other components of dCache, if they are relying on pool names

to provide their functionality. An example of such acomponent is the Chimera cache info.
Start the domain running the pool:

[root] # dcache start <pool Donai n>
Starting pool Domai n done
[root] #

Register the files on the pool with

(<pool name>) adm n > pnfs register

Pinning Files to a Pool

Y ou may pin afilelocally within the private pool repository:
(<pool name>) admn > rep set sticky <pnfsid> on|off

thest i cky modewill stay with the file aslong asthefileisin the pool. If thefileisremoved from the
pool and recreated afterwards this information gets | ost.

You may use the same mechanism globally: in the command line interface (local mode) there is the
command

(local) adm n > set sticky <pnfsid>

This command does;

1. Flagsthefileasst i cky inthe name space database (Chimera). So from now thefilenameisglobally
setsticky.

2. Will goto al poolswhereit findsthe file and will flag it st i cky in the pools.

3. All new copies of the file will becomest i cky.
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PostgreSQL is used for various things in a dCache system: The SRM the pin manager, the space
manager, the replica manager, the bi | | i ng, and the pnf s server might make use of one or more
databasesin asingle or severa separate PostgreSQL servers.

The SRM the pin manager, the space manager and the replicamanager will use the PostgreSQL database
as configured at cell start-up in the corresponding batch files. The bi | | i ng will only write the
accounting information into a database if it is configured with the option - useSQL. The pnf s server
will use a PostgreSQL server if the pnf s- posgr esql version is used. It will use several databases
in the PostgreSQL server.

Installing a PostgreSQL Server

The preferred way to set up a PostgreSQL server should be the installation of the version provided by
your OS distribution; however, version 8.3 or later isrequired.

Install the PostgreSQL server, client and JDBC support with the tools of the operating system.

Initialize the database directory (for PostgreSQL version 9.2 thisis/ var/ | i b/ pgsql / 9. 2/ dat a/
) , start the database server, and make sure that it is started at system start-up.

[root] # service postgresql-9.2 initdb

Initializing database: [ &K ]
[root] # service postgresql-9.2 start
Starting postgresql-9.2 service: [ XK ]

[root] # chkconfig postgresql-9.2 on

Configuring Access to PostgreSQL

Intheinstallation guide instructions are given for configuring one PostgreSQL server on the admin node
for all the above described purposes with generous access rights. This is done to make the installation
as easy as possible. The access rights are configured in the file <dat abase_di rect ory nane>/
dat a/ pg_hba. conf . According to the installation guide the end of the file should look like

# TYPE DATABASE USER | P- ADDRESS | P- MASK METHCD

| ocal al l al | trust
host al | al | 127.0.0.1/32 trust
host al | al | 1:1/128 trust
host al | al | <Host | P>/ 32 trust

This gives access to all databases in the PostgreSQL server to all users on the admin host.

The databases can be secured by restricting access with thisfile. E.g.

# TYPE DATABASE USER | P- ADDRESS METHCD

| ocal al | postgres i dent saneuser
| ocal al | pnf sserver passwor d

| ocal al | al | md5

host all all 127.0.0.1/32 nd5

host al l al | 1:1/128 md5

host all all <Host | P>/ 32 md5

To make the server aware of this you need to reload the configuration file as the user post gr es by:

[root] # su - postgres
[ postgres] # pg_ctl reload
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And the password for e.g. the user pnf sser ver can be set with

[ postgres] # psql tenplatel -c "ALTER USER pnfsserver W TH PASSWORD ' <your Passwor d>""

Thepnf s server is made aware of this password by changing the variable dbConnect St ri ng inthe
file/ usr/ et c/ pnf sSet up:

export dbConnect Stri ng="user =pnf sserver password=<your Passwor d>"

User access should be prohibited to this file with

[root] # chnod go-rwx /usr/etc/pnfsSetup

Performance of the PostgreSQL Server

On small systemsit should never be a problem to use one single PostgreSQL server for al the functions
listed above. In the standard installation, the Repl i caManager is not activated by default. The
bi | I'i ng will only writeto afile by default.

Whenever the PostgreSQL server isgoing to be used for another functionality, theimpact on performance
should be checked carefully. To improve the performance, the functionality should be installed on a
separate host. Generally, a PostgreSQL server for a specific funcionality should be on the same host as
the dCache cell accessing that PostgreSQL server, and the PostgreSQL server containing the databases
for Chimera should run on the same host as Chimeraand the Pnf sManager cell of the dCache system
accessing it.

It is especially useful to use a separate PostgreSQL server for thebi | | i ng cell.

Note

The following is work-in-progress.

Create PostgreSQL user with the name you will be using to run pnf s server. Make sure it has
CREATEDRB privilege.
[user] $ psqgl -U postgres tenplatel -c "CREATE USER johndoe w th CREATEDB"

[user] $ dropuser pnfsserver
[user] $ createuser --no-adduser --createdb --pwpronpt pnfsserver

Table 24.1. Protocol Overview

Component |Database Host Database Database Database
Name User Passwor d
SRM srm db. host or if not set: sr nDbHost |srm dcache --free--
orif not set: | ocal host
PinManager |pi nManager Dat abaseHost or pinmanager |pinmanager |--free--
if not set: sr mDbHost or if not set:
| ocal host
Repl i caManagelri ca. db. host or if not set: replica dcache --free--
| ocal host
pnf s server || ocal host admin, datal, |pnfsserver  |--free--
expo, ...
billing bi | I i ngDat abaseHost orif not set: |billing dcache --free--
| ocal host
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Chapter 25. Complex Network
Configuration

This chapter contains solutionsfor several non-trivial network configurations. The first section discusses
the interoperation of dCache with firewalls and does not require any background knowledge about
dCache other than what is given in the installation guide (Chapter 2, Installing dCache) and the first
steps tutorial (Chapter 3, Getting in Touch with dCache). The following sections will deal with more
complex network topologies, e.g. private subnets. Even though not every case is covered, these cases
might help solve other problems, as well. Intermediate knowledge about dCache is required.

Warning

The TCP and UDP ports used for dCache internal communication (port 11111 by default)
MUST be subject to firewall control so that only other dCache nodes can access them. Failure
to do thiswill allow an attacker to issue arbitrary commands on any node within your dCache
cluster, as whichever user the dCache process runs.

Firewall Configuration

The components of a dCache instance may be distributed over several hosts (nodes). Some of these
components are accessed from outside and consequently the firewall needs to be aware of that. We
contemplate two communication types, the dCache internal communication and the interaction from
dCache with clients.

Since dCache is very flexible, most port numbers may be changed in the configuration. The command
dcache portswill provide you with alist of services and the ports they are using.

Basic Installation

This section assumes that all nodes are behind a firewall and have full access to each other.
dCacheinternal.

» Aswe assume that al nodes are behind afirewall and have full access to each other there is nothing
to be mentioned here.

« On the pool nodes the LAN range ports need to be opened to allow pool to pool communication. By
default these are ports 33115- 33145 (set by the propertiesdcache. net. | an. port. m n and
dcache. net. | an. port. max).

dCache communication with client.
» The door ports need to be opened to alow the clients to connect to the doors.

» The WAN/LAN range ports need to be opened to allow the clients to connect to the pools. The default
valuesfor the WAN port range are 20000- 25000. The WAN port range is defined by the properties
dcache. net. wan. port. m nanddcache. net. wan. port. max.

Multi-Node with Firewalls

Multinode setup with firewalls on the nodes.
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dCacheinternal.

» TheLocat i onManager server runsinthedCacheDomai n. By default it islistening on UDP port
11111. Hence, on the head node port 11111 needsto be opened in the firewall to allow connections
to the Locat i onManager . Remember to limit this so that only other dCache nodes are allowed
access.

» On the pool nodes the LAN range ports need to be opened to allow pool to pool communication. By
default these are ports 33115- 33145 (set by the propertiesdcache. net . | an. port. i n and
dcache. net. | an. port. max).

dCache communication with client.
» The door ports need to be opened to alow the clients to connect to the doors.

» The WAN/LAN range ports need to be opened to allow the clientsto connect to the pools. The default
valuesfor the WAN port rangeare 20000- 25000. The WAN port range is defined by the properties
dcache. net. wan. port. m nanddcache. net. wan. port. max.

More complex setups are described in the following sections.

G'1 dFTP Connections via two or more
Network Interfaces

Description

The host on which the Gri dFTP door is running has several network interfaces and is supposed to
accept client connectionsviaall thoseinterfaces. The interfaces might even belong to separate networks
with no routing from one network to the other.

Aslong asthedataconnectionisopened by theGr i dFTP server (passive FTP mode), thereisno problem
with having more than one interface. However, when the client opens the data connection (active FTP
mode), the door (FTP server) hasto supply it with the correct interface it should connect to. If thisisthe
wrong interface, the client might not be able to connect to it, because there is no route or the connection
might be inefficient.

Also, sincea G i dFTP server has to authenticate with an X. 509 grid certificate and key, there needs
to be a separate certificate and key pair for each name of the host or a certificate with alternative names.
Since each network interface might have a different name, severa certificates and keys are needed and
the correct one has to be used, when authenticating via each of the interfaces.

Solution

Definetwo domains, onefor theinternal and onefor the external use. Start aseparatesr mandgri df t p
service in these domains.

The sr mand the gri df t p service have to be configured with the property | i st en, only to listen
on the interface they should serve. The locations of the grid host certificate and key files for the
interface have to be specified explicitly with the propertiesdcache. aut hn. hostcert. cert and
dcache. aut hn. host cert. key.

Example:
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In this example we show a setup for two Gr i dFTP doors serving two network interfaces with the
hosthnames door - i nt er nal (111.111.111.5) and door - ext er nal (222.222.222.5) which are
served by two Gri dFTP doorsin two domains.

[i nt ernal Domai n]

listen=111.111.111.5

dcache. aut hn. hostcert. cert=/etc/dcache/interface-cert-internal.pem
dcache. aut hn. host cert. key=/ et c/ dcache/ i nterface-key-internal . pem
[i nt er nal Domai n/ srn

srmcel | . name=srmi nternal

srm protocol s. | ogi nbroker =l ogi nbr oker -i nt er nal

srm net . host =door -i nt er nal

[internal Domai n/ ftp]

ftp.authn. protocol = gsi

ftp.cell.nane=G-TP-door-i nt er nal

dcache. servi ce. | ogi nbr oker =l ogi nbr oker -i nt er nal

[ ext er nal Domai n]

| i sten=222.222.222.5

dcache. aut hn. hostcert. cert=/etc/dcache/interface-cert-external.pem
dcache. aut hn. hostcert . key=/ et c/ dcache/i nterface-key-external . pem
[ ext er nal Domai n/ srni

srm cel | . name=sr m ext er nal

srm protocol s. | ogi nbroker =l ogi nbr oker - ext er nal

srm net . host =door - ext er nal

[ ext er nal Domai n/ ft p]

ftp.authn. protocol = gsi

ftp.cell.nanme=G-TP- door - ext er nal

dcache. servi ce. | ogi nbr oker =I ogi nbr oker - ext er nal

G1 dFTP with Pools in a Private Subnet

Description

If pool nodes of a dCache instance are connected to a secondary interface of the Gri dFTP door, e.g.
because they are in a private subnet, the Gr i dFTP door will still tell the pool to connect to its primary
interface, which might be unreachable.

The reason for this is that the control communication between the door and the pool is done via
the network of TCP connections which have been established at start-up. In the standard setup this
communication is routed via the dCache domain. However, for the data transfer, the pool connects to
the Gri dFTP door. The IP address it connects to is sent by the Gri dFTP door to the pool via the
control connection. Sincethe Gr i dFTP door cannot find out which of itsinterfaces the pool should use,
it normally sends the IP address of the primary interface.

Solution

Tell the Gri dFTP door explicitly which IP it should send to the pool for the data connection with the
ftp. net.internal property.

Example:

E.g. if the pools should connect to the secondary interface of the Gri dFTP door host which has
thelPaddress10. 0. 1. 1, set

ftp.net.internal =10.0.1.1

inthe/ et ¢/ dcache/ dcache. conf file.
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The use cases described in this chapter are only relevant for large-scale dCache instances which require
special tuning according to alonger experience with client behaviour.

Multiple Queues for Movers in each Pool

Description

Client requests to a dCache system may have rather diverse behaviour. Sometimes it is possible to
classify them into several typical usage patterns. An example are the following two concurrent usage
patterns:

Example:

Datais copied with a high transfer rate to the dCache system from an external source. Thisis done
viathe Gri dFTP protocol. At the same time batch jobs on alocal farm process data. Since they
only need a small part of each file, they use the dCap protocol viathe dCap library and seek to
the position in the file they are interested in, read a few bytes, do afew hours of calculations, and
finally read some more data.

As long as the number of active requests does not exceed the maximum number of allowed active
requests, the two types of requests are processed concurrently. The Gr i dFTP transfers complete at
ahigh rate while the processing jobs take hoursto finish. This maximum number of allowed requests
is set with mover set max active and should be tuned according to capabilities of the pool host.

However, if requests are queued, the slow processing jobs might clog up the queue and not let the
fast Gr i dFTP request through, even though the pool just sitsthere waiting for the processing jobsto
reguest more data. Whilethis could be temporarily remedied by setting the maximum active requests
to ahigher value, then in turn Gr i dFTP request would put a very high load on the pool host.

The above exampleis pretty realistic: Asarule of thumb, G i dFTP requests are fastest, dCap requests
with the dccp program are a little slower and dCap requests with the dCap library are very slow.
However, the usage patterns might be different at other sites and also might change over time.

Solution

Use separate queues for the movers, depending on the door initiating them. This easily allows for a
separation of requests of separate protocols. (Transfers from and to a tape backend and pool-to-pool
transfers are handled by separate queues, one for each of these transfers.)

A finer grained queue selection mechanism based on, e.g. the | P address of the client or the file which
has been requested, is not possible with this mechanism. However, the pool selection unit (PSU) may
provide a separation onto separate pools using those criteria.

In the above example, two separate queues for fast Gri dFTP transfers and slow dCap library access
would solve the problem. The maximum number of active movers for the Gri dFTP queue should be
set to alower value compared to the dCap queue sincethefast Gri dFTP transfers will put a high load
on the system while the dCap requests will be mostly idle.
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Configuration

For a multi mover queue setup, the pools have to be told to start several queues and the doors have to
be configured to use one of these. It makes sense to create the same queues on all pools. Thisis done by
the following change to thefile/ et ¢/ dcache/ dcache. conf :

pool . queues=queueA, queueB

Each door may be configured to use a particular mover queue. The pool, selected for this request, does
not depend on the sel ected mover queue. So arequest may go to apool which does not have the particular
mover queue configured and will consegquently end up in the default mover queue of that pool.

ftp. nover. queue=queueA
dcap. nover . queue=queueB

All requests send from thiskind of door will ask to be scheduled to the given mover queue. The selection
of the pool is not affected.

The doors are configured to use a particular mover queue asin the following example:

Example:

Create the queues queueA and queueB, where queueA shall be the queue for the Gri dFTP
transfers and queueB for dCap.
pool . queues=queueA, queueB

ftp. mover. queue=queueA
dcap. nover. queue=queueB

If the pools should not all have the same queues you can define queues for poolsin the layout file. Here
you might as well define that a specific door is using a specific queue.

Example:

In this example queueCis defined for pool 1 and queueDis defined for pool 2. TheGri dFTP
door running in the domain my Door s is using the queue queueB.

[ myPool s]

[ myPool s/ pool 1]
pool . queues=queueC
[ myPool s/ pool 2]
pool . queues=queueD

[ myDoor s]

[ myDoor s/ dcap]

dcap. nover . queue=queueC
[ myDoor s/ ftp]
ftp.authn.protocol = gsi

ftp. mover. queue=queueD

There is always adefault queue called r egul ar . Transfers not requesting a particular mover queue or
reguesting a mover queue not existing on the selected pool, are handled by ther egul ar queue.

The pool cell commands mover Isand mover set max active havea- queue option to select the mover
queue to operate on. Without this option, mover set max active will act on the default queue while
mover Iswill list all active and waiting client transfer requests.

For thedCap protocol, itispossibleto alow the client to choose another queue namethan the onedefined
inthefiledcache. conf . Toachievethistheproperty dcap. aut hz. nover - queue-overwite
needstobesettoal | owed.
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Example:

Create the queues queueA and queue_dccp, where queueA shall be the queue for dCap.

pool . queues=queueA, queue_dccp
dcap. nover. queue=queueA

dcap. aut hz. nover - queue- overw i t e=al | oned

With the dccp command the queue can now be specified as follows:

[user] $ dccp -X-io-queue=queue_dccp <source> <destination>

Since dccp requests may be quite different from other requests with the dCap protocol, thisfeature may
be used to use separate queues for deep requests and other dCap library requests. Therefore, the dccp
command may be changed in future rel eases to request a specia dccp-queue by default.

Tunable Properties for Multiple Queues

Property Default Value Description
pool.queues Not set 1/0 queue name
dcap.mover.queue Not set Insecure dCap 1/0 queue name
dcap.mover.queue Not set GSI dCap I/0O queue name
dcap.authz.mover-queue-overwrite denied Controls whether an application is allowed to overwrite a queue name
dcap.authz.mover-queue-overwrite denied Controls whether an application is allowed to overwrite a queue name
dcap.authz.mover-queue-overwrite denied Controls whether an application is allowed to overwrite a queue name
ftp.mover.queue Not set GSI - FTP /O queue name
nfs.mover.queue Not set NFS 1/0 queue name
transfermanagers.mover.queue Not set queue used for SRM third-party transfers (i.e. the ssrmCopy command)
webdav.mover.queue Not set WebDAV and HTTP I/O queue name
xrootd.mover.queue Not set xr oot d I/O queue name

Tunable Properties

dCap

Table 26.1. Property Overview

Property Default Value Description
dcap.mover.queue Not set GS| dCap I/0 queue name
dcap.mover.queue Not set Insecure dCap /0 queue name
dcap.authz.mover-queue-overwrite denied Is application allowed to overwrite queue name?
dcap.authz.mover-queue-overwrite denied Is application allowed to overwrite queue name?

G i1 dFTP

Table 26.2. Property Overview

Property Default Value Description
ftp.net.port.gsi 2811 GSI - FTP port listen port
spaceReservation False Use the space reservation service
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Property Default Value Description
spaceReservationStrict False Use the space reservation service
ftp.performance-marker-period 180 Performance markersin seconds
gplazmaPolicy ${ ourHomeDir}/etc/ Location of the gPlazma Policy File

dcachesrm-gplazma.policy
ftp.service.poolmanager.timeout 5400 Pool Manager timeout in seconds
ftp.service.pool .timeout 600 Pool timeout in seconds
ftp.service.pnfsmanager.timeout 300 Pnfstimeout in seconds
ftp.limits.retries 80 Number of PUT/GET retries
ftp.limits.streams-per-client 10 Number of parallel streams per FTP PUT/GET
ftp.enable.delete-on-failure True Delete file on connection closed
ftp.limits.clients 100 Maximum number of concurrently logged in users
ftp.net.internal Not set In case of two interfaces
ftp.net.port-range 20000:25000 The client data port range
gplazmakpwd.file ${ our HoneDi r}/ Legacy authorization

et ¢/ dcache. kpwd

SRM

Table 26.3. Property Overview

Property Default Value Description
srm.net.port 8443 srm.net.port
srm.db.host | ocal host srm.db.host
srm.limits.external -copy-script.timeout 3600 srm.limits.external -copy-script.timeout
srmVacuum True srmVacuum
srmVacuumPeriod 21600 srmVacuumPeriod
srmProxiesDirectory /tnp srmProxiesDirectory
srm.limits.transfer-buffer.size 1048576 srm.limits.transfer-buffer.size
srm.limits.transfer-tcp-buffer.size 1048576 srm.limits.transfer-tcp-buffer.size
srm.enabl e.external -copy-script.debug True srm.enabl e.external -copy-script.debug
srm.limits.request.schedul er.thread.queue.size 1000 srm.limits.request.schedul er.thread.queue.size
srm.limits.request.schedul er.thread.pool .size 100 srm.limits.request.schedul er.thread.pool .size
srm.limits.request.scheduler.waiting.max 1000 srm.limits.request.scheduler.waiting.max
srm.limits.request.scheduler.ready-queue.size 1000 srm.limits.request.schedul er.ready-queue.size
srm.limits.request.schedul er.ready.max 100 srm.limits.request.schedul er.ready.max
srm.limits.request.schedul er.retries.max 10 srm.limits.request.schedul er.retries.max
srm.limits.request.schedul er.retry-timeout 60000 srm.limits.request.schedul er.retry-timeout
srm.limits.request.schedul er.same-owner- 10 srm.limits.request.schedul er.same-owner-
running.max running.max
srm.limits.request.put.schedul er.thread.queue.size 1000 srm.limits.request.put.scheduler.thread.queue.size
srm.limits.request.put.schedul er.thread.pool .size 100 srm.limits.request.put.schedul er.thread.pool .size
srm.limits.request.put.schedul er.waiting.max 1000 srm.limits.request.put.schedul er.waiting.max
srm.limits.request.put.schedul er.ready-queue.size 1000 srm.limits.request.put.schedul er.ready-queue.size
srm.limits.request.put.schedul er.ready.max 100 srm.limits.request.put.schedul er.ready.max
srm.limits.request.put.schedul er.retries.max 10 srm.limits.request.put.schedul er.retries.max
srm.limits.request.put.schedul er.retry-timeout 60000 srm.limits.request.put.schedul er.retry-timeout
srm.l_imits.request.put.scheduler.sameowner- 10 srm.l_imits.requ&st.put.scheduler.same-owner-
running.max running.max
srm.limits.request.copy.schedul er.thread.queue.size 1000 srm.limits.request.copy.schedul er.thread.queue.size
srm.limits.request.copy.scheduler.thread.pool.size 100 srm.limits.request.copy.scheduler.thread.pool.size
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Property Default Value Description
srm.limits.request.copy.schedul er.waiting.max 1000 srm.limits.request.copy.schedul er.waiting.max
srm.limits.request.copy.scheduler.retries.max 30 srm.limits.request.copy.scheduler.retries.max
srm.limits.request.copy.schedul er.retry-timeout 60000 srm.limits.request.copy.schedul er.retry-timeout
srm.limits.request.copy.schedul er.same-owner- 10 srm.limits.request.copy.schedul er.same-owner-

running.max

running.max
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Chapter 27. dCache Clients
The SRMClient Suite

An SRMURL hastheformsrm // dnx. | bl . gov: 6253/ /srml DRM srnv1?SFN=/tnmp/tryl
and thefile URL lookslikefil e:////tnp/ aaa.

srmcp

srmcp — Copy afile from or to an SRMor between two SRIVE.
Synopsis
srncp [option..] <sourceUr| ><dest U | >

Arguments

sourceUrl
The URL of the sourcefile.

destUrl
The URL of the destination file.

Options
gss_expect ed_nane

To enable the user to specify the gss expected name in the DN (Distinguished Name) of the srm
server. The default valueishost .

Example:

If the CN of host where srm server is running is CN=srnd t anD1. f nal . gov, then
gss_expect ed_nane should besr m

[user] $ srntp --gss_expected_name=srm <sourcelr| > <destinationUl>

gl obus_tcp_port_range
To enable the user to specify arange of ports open for tcp connections as apair of positive integers
separated by “: 7, not set by default.

Thistakes care of compute nodes that are behind firewall.

Example:

gl obus_tcp_port _range=40000: 50000

[user] $ srntp --globus_tcp_port_range=<mni nVal >: <naxVal > <sourceUr| > <destinationUr| >

streans_num
To enable the user to specify the number of streams to be used for data transfer. If set to 1, then
stream mode is used, otherwise extended block mode is used.
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Example:

[user] $ srntp --streans_nunrl <sourceUrl> <destinationUl>

server _node
To enable the user to set the (gridftp) server mode for datatransfer. Can beact i ve or passi ve,
passi ve by default.

This option will have effect only if transfer is performed in a stream mode (see st r eans_num

Example:

[user] $ srntp --streans_num=l --server_node=active <sourcelUr|> <destinationUl >

Description

srmstage

srmstage — Request staging of afile.
Synopsis

srinst age [<srr| >..]

Arguments

srmUrl
The URL of the file which should be staged.

Description

Provides an option to the user to stage files from HSM to dCache and not transfer them to the user right
away. This case will be useful if files are not needed right away at user end, but its good to stage them
to dcache for faster access later.

dccp

dccp

dcep — Copy afile from or to a dCache server.
Synopsis
dccp [option..] <sourcelr| ><dest U | >

Arguments

The following arguments are required:
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sour ceUr |
The URL of the source file.

dest Ur |
The URL of the destination file.

Description

The dccp utility provides a cp(1) like functionality on the dCache file system. The source must be a
singlefile while the destination could be adirectory name or afile name. If the directory isadestination,
a new file with the same name as the source name will be created there and the contents of the source
will be copied. If the fina destination file exists in dCache, it won't be overwritten and an error code
will bereturned. Filesin regular file systemswill always be overwrittenif the- i optionisnot specified.
If the source and the final destination file are located on aregular file system, the dccp utility can be
used similar to the cp(1) program.

Options
The following arguments are optional:

-a
Enable read-ahead functionality.

-b<bufferSize>
Set read-ahead buffer size. The default value is 1048570 Bytes. To disable the buffer this can be
set to any value below the default. dcep will attempt to allocate the buffer size so very large values
should be used with care.

-B<bufferSize>
Set buffer size. The size of the buffer is requested in each request, larger buffers will be needed
to saturate higher bandwidth connections. The optimum value is network dependent. Too large
a value will lead to excessive memory usage, too small a value will lead to excessive network
communication.

-d <debug | evel >
Set the debug level. <debug | evel > isainteger between 0 and 127. If the value is 0 then no
output is generated, otherwise the value is formed by adding together one or more of the following
values:

Value Enabled output

1 Error messages

2 Info messages

4 Timing information
8 Trace information
16 Show stack-trace
32 IO operations

32 IO operations

64 Thread information

-h <repl yHost Nane>
Bind the callback connection to the specific hostname interface.

Secure mode. Do not overwrite the existing files.
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-1 <l ocati on>
Set location for pre-stage. if thelocation is not specified, the local host of the door will be used. This
option must be used with the -P option.

-p<first_port>i<last_port>
Bind the callback data connection to the specified TCP port/rangeSet port range. Delimited by the
"’ character, the<f i r st _port >isrequired but the<| ast port >isoptional.

-P
Pre-stage. Do not copy thefileto alocal host but make sure the fileis on disk on the dCache server.

-r <bufferSize>
TCP receive buffer size. The default is 256K. Setting to 0 uses the system default value. Memory
useage will increase with higher values, but performance better.

-s <bufferSize>
TCP send buffer size. The default is 256K. Setting to O uses the system default value.

-t <tinme>
Stage timeout in seconds. This option must be used with the - P option.

Examples:

To copy afileto dCache:

[user] $ dccp /etc/group dcap://exanple.org/ pnfs/desy. de/ gadi ng/
To copy afile from dCache:

[user] $ dccp dcap://exanpl e. org/ pnfs/desy. de/ gadi ng/ group /tnp/
Pre-Stage request:

[user] $ dccp -P -t 3600 -1 exanple.org /acs/user_space/data_file
stdin:

[user] $ tar cf - data_dir | dccp - /acs/user_space/data_arch.tar

stdout:

[user] $ dccp /acs/user_space/data_arch.tar - | tar xf -

See also

cp
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Thisisthereferenceto al (important) cell commandsin dCache. Y ou should not use any command not
documented here, unless you really know what you are doing. Commands not in this reference are used
for debugging by the developers.

This chapter serves two purposes. The other parts of this book refer to it, whenever a command is
mentioned. Secondly, an administrator may check here, if he wonders what a command does.

Common Cell Commands

pin

pin — Adds a comment to the pinboard.
Synopsis

pi n <coment >

Arguments

comment
A string which is added to the pinboard.

Description

Info

info — Print info about the cell.
Synopsis

i nf o[- [-]

Arguments

-a
Display more information.

Display long information.

Description

The info printed by info depends on the cell class.

dump pinboard

dump pinboard — Dump the full pinboard of the cell to afile.
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Synopsis
dunp pi nboard<fil enane>

Arguments

filename
Thefile the current content of the pinboard is stored in.

Description

show pinboard

show pinboard — Print a part of the pinboard of the cell to STDOUT.
Synopsis

show pi nboard [ <lines>]

Arguments

lines
The number of lines which are displayed. Default: al.

Description

Pnf sManager Commands

pnfsidof

pnfsidof — Print the pnf s id of afile given by its global path.
Synopsis

pnf si dof <gl obal Pat h>

Description

Print the pnfs id of a file given by its global path. The global path always starts with the
“VirtualGlobalPath” as given by the “info”-command.

flags remove

flagsremove — Remove aflag from afile.

Synopsis
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flags renove <pnfsld><key> ..

Arguments

pnfsld
The pnf s id of thefile of which aflag will be removed.

key
flags which will be removed.

Description

flags Is

flagsls— List the flags of afile.

Synopsis
flags |s <pnfsld>

pnfsld
The pnf s id of the file of which aflag will be listed.

Description

flags set

flags set — Set aflag for afile.

Synopsis
flags set <pnfsl d><key>=<val ue> ...

Arguments

pnfsld
The pnf s id of thefile of which flagswill be set.

key
The flag which will be set.

value
The vaue to which the flag will be set.

Description

metadataof

metadataof — Print the meta-data of afile.
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Synopsis
met adat aof [ <pnfsl d>]|[<gl obal Pat h>][-v] [-n] [-s€]

Arguments

pnfsid
The pnf s id of thefile.

global Path
The global path of thefile.

Description

pathfinder

pathfinder — Print the global or local path of afile fromits PNFSid.

Synopsis
pat hfi nder <pnf sl d> [[-global] | [-local]]

Arguments

pnfsld
Thepnf s Id of thefile.

-global
Print the global path of thefile.

-local
Print the local path of thefile.

Description

set meta

set meta — Set the meta-data of afile.

Synopsis
set meta[<pnfsld>]|[<gl obal Pat h>] <ui d><gi d> <per n» <l evel | nf 0>...

Arguments

pnfsid
The pnf s id of thefile.

global Path
The global path oathefile.
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uid
The user id of the new owner of thefile.

gid
The new group id of thefile.

perm
The new file permitions.

levellnfo
The new level information of thefile.

Description

storageinfoof

storageinfoof — Print the storage info of afile.
Synopsis
st or agei nf oof [<pnf sl d>]|[<gl obal Pat h>][-v] [-n] [-s€]

Arguments

pnfsid
The pnf s id of thefile.

global Path
The global path oathefile.

Description

cacheinfoof

cacheinfoof — Print the cache info of afile.
Synopsis
cachei nf oof [<pnfsl d>]|[<gl obal Pat h>]

Arguments

pnfsid
The pnf s id of thefile.

global Path
The global path oathefile.

Description

218



dCache Cell Commands

Pool Commands

rep Is

rep Is— List the files currently in the repository of the pool.

Synopsis
rep | s[pnfsld..] |[-I=s|p]|l|u|nc|e..][-s=k|m]|g]|t]

pnfsld
The pnf s ID(s) for which the filesin the repository will be listed.

List only the files with one of the following properties:

sticky files
precious files
| ocked files
files in use
c files which are not cached
files with an error condition

® >SS —TTO”

-S
Unit, the filesize is shown:

k data anount in KBytes
m data anount in MBytes
g data anpunt in GBytes
t data anount in TBytes

Description

st set max active

st set max active — Set the maximum number of active store transfers.

Synopsis
st set nmax active <maxActiveStoreTransfers>

maxActiveStoreTransfers
The maximum number of active store transfers.

Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.

rh set max active

rh set max active — Set the maximum number of active restore transfers.
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Synopsis
rh set max active <maxActi veRetoreTransfers>

maxActiveRetoreTransfers
The maximum number of active restore transfers.

Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.

mover set max active

mover set max active — Set the maximum number of active client transfers.
Synopsis

nmover set max active <maxActiveCdientTransfers> |-
gqueue=<mover QueueNane>]

maxActiveClientTransfers
The maximum number of active client transfers.

moverQueueName
The mover queue for which the maximum number of active transfers should be set. If this is not

specified, the default queue is assumed, in order to be compatible with previous versions which did
not support multiple mover queues (before version 1.6.6).

Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.

mover set max active -queue=p2p

mover set max active -queue=p2p — Set the maximum number of active pool-to-pool server transfers.
Synopsis
nmover set nmax active -queue=p2p <maxActi veP2PTransfers>

maxActiveP2PTransfers
The maximum number of active pool-to-pool server transfers.

Description

Any further requests will be queued. This value will also be used by the cost module for calculating the
performance cost.
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pp set max active

pp set max active— Set the value used for scaling the performance cost of pool-to-pool client transfers
analogousto the other set max acti ve-commands.

Synopsis
pp set max active <maxActi vePPTransfers>

maxActivePPTransfers
The new scaling value for the cost calculation.

Description

All pool-to-pool client requests will be performed immediately in order to avoid deadlocks. This value
will only used by the cost module for calculating the performance cost.

set gap

set gap — Set the gap parameter - the size of free space below which it will be assumed that the pool
isfull within the cost calculations.

Synopsis
set gap <gapPar a>

gapPara
The size of free space below which it will be assumed that the pool isfull. Default is 4GB.

Description

The gap parameter is used within the space cost calculation scheme described in the section called “ The
Space Cost”. It specifies the size of free space below which it will be assumed that the pool is full and
consequently the least recently used file has to be removed if a new file has to be stored on the pool.
If, on the other hand, the free space is greater than gapPara, it will be expensive to store afile on the
pool which exceeds the free space.

set breakeven

set breakeven — Set the breakeven parameter - used within the cost calculations.

Synopsis
set breakeven <breakevenPar a>

breakevenPara
The breakeven parameter has to be a positive number smaller than 1.0. It specifies the impact of the
age of the least recently used file on space cost. It the LRU fileis one week old, the space cost will
beequal to (1 + breakeven). Note that thiswill not be true, if the breakeven parameter has
been set to avalue greater or equal to 1.
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Description

The breakeven parameter is used within the space cost cal cul ation scheme described in the section called
“The Space Cost”.

mover Is

mover |s— List the active and waiting client transfer requests.
Synopsis

mover | s [-queue|-queue=<queueNane> ]

queueName
The name of the mover queue for which the transfers should be listed.

Description

Without parameter al transfersarelisted. With - queue al requests sorted according to the mover queue
arelisted. If aqueueis explicitly specified, only transfersin that mover queue are listed.

migration cache

migration cache — Caches replicas on other pools.

SYNOPSIS

m gration cache [<options>]<target>..

DESCRIPTION

Caches replicas on other pools. Similar to migration copy, but with different defaults. See migration
copy for adescription of all options. Equivalent to: migration copy -smode=same -tmode=cached

migration cancel

migration cancel — Cancels amigration job

SYNOPSIS

m gration cancel [-force] job

DESCRIPTION

Cancels the given migration job. By default ongoing transfers are allowed to finish gracefully.

migration clear

migration clear — Removes completed migration jobs.
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SYNOPSIS

m gration clear

DESCRIPTION

Removes completed migration jobs. For reference, information about migration jobs are kept until
explicitly cleared.

migration concurrency

migration concurrency — Adjusts the concurrency of ajob.

SYNOPSIS

m gration concurrency <j ob><n>

DESCRIPTION

Sets the concurrency of <j ob> to <n>.

migration copy

migration copy — Copies files to other pools.

SYNOPSIS

m gration copy [<options>]<target>...

DESCRIPTION

Copiesfilesto other pools. Unlessfilter options are specified, all files on the source pool are copied.

The operation isidempotent, that is, it can safely be repeated without creating extra copies of thefiles. If
thereplicaexists on any of thetarget poals, then it isnot copied again. If thetarget pool with the existing
replicafails to respond, then the operation is retried indefinitely, unless the job is marked as eager.

Please naotice that ajob is only idempotent as long as the set of target pools does not change. If pools
go offline or are excluded as a result of an exclude or include expression then the job may stop being
idempotent.

Boththe state of thelocal replicaand that of thetarget replicacan be specified. If thetarget replicaaready
exists, the state is updated to be at | east as strong as the specified target state, that is, thelifetime of sticky
bits is extended, but never reduced, and cached can be changed to precious, but never the opposite.

Transfers are subject to the checksum computiton policy of the target pool. Thus checksums are verified
if and only if the target pool is configured to do so. For existing replicas, the checksum is only verified
if the verify option was specified on the migration job.

Jobs can be marked permanent. Permanent jobs never terminate and are stored in the pool setup file with
the save command. Permanent jobs watch the repository for state changes and copy any replicas that
match the selection criteria, even replicas added after the job was created. Notice that any state change
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will cause areplicato be reconsidered and enqueued if it matches the selection criteria— also replicas
that have been copied before.

Severa options allow an expression to be specified. The following operators are recognized: <, <=, ==,
I=,>=>It,leeq,negegt,~=!~+-,*/,%div,nod,|,&", ~&,]|]|,!,and,or,
not , ?: , =. Literalsmay beinteger literals, floating point literals, single or double quoted string literals,
and boolean true and false. Depending on the context, the expression may refer to constants.

Please notice that the list of supported operators may change in future releases. For permanent jobs we
recommend to limit expressionsto the basic operators <, <=, ==, =, >=, >, +,- ,* [/ / &&, || and!.

Options

-accessed=<n>[[<n>]..[<nP]
Only copy replicas accessed <n> seconds ago, or accessed within the given, possibly open-
ended, interval; eg. - accessed=0. .60 matches files accessed within the last minute; -
accesed=60. . matchesfiles accessed one minute or more ago.

-a=ONLINE|NEARLINE
Only copy replicas with the given access latency.

-pnfsid=<pnf si d>[,<pnf si d>] ...
Only copy replicas with one of the given PNFS IDs.

-rp=CUSTODIAL|REPLICA|OUTPUT
Only copy replicas with the given retention policy.

-size=<n>|[<n>]..[<nP]
Only copy replicas with size <n>, or asize within the given, possibly open-ended, interval.

-state=cached|precious
Only copy replicasin the given state.

-sticky[=<owner >[,<owner >...]]
Only copy sticky replicas. Can optionally be limited to the list of owners. A sticky flag for each
owner must be present for the replicato be selected.

-storage=<c| ass>
Only copy replicas with the given storage class.

-concurrency=<concur r ency=
Specifies how many concurrent transfersto perform. Defaultsto 1.

-order=[-]size|[-]Iru
Sort transfer queue. By default transfers are placed in ascending order, that is, smallest and least
recently used first. Transfers are placed in descending order if the key is prefixed by a minus sign.
Failed transfers are placed at the end of the queuefor retry regardless of the order. Thisoption cannot
be used for permanent jobs. Notice that for pools with alarge number of files, sorting significantly
increases the initialization time of the migration job.

size
Sort according to file size.

Iru
Sort according to last access time.
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-pins=smovelkeep
Controls how sticky flags owned by the Pi nManager are handled:

move
Ask Pi nManager to move pins to the target pool.

keep
Keep pins on the source pool.

-smode=same|cached|precious|removableldelete] +<owner >[(<I | f et | ne>)] ...]
Update the local replicato the given mode after transfer:

same
does not change the local state (thisis the default).

cached
marks it cached.

precious
marksiit precious.

removable
marks it cached and strips all existing sticky flags exluding pins.

delete

deletesthereplicaunlessit is pinned.
An optiona list of sticky flags can be specified. The lifetimeis in seconds. A lifetime of O causes
the flag to immediately expire. Notice that existing sticky flags of the same owner are overwritten.

-tmode=samelcached|precioug[+<owner >[(<| i f et | ne>)]...]
Set the mode of the target replica:

same
appliesthe state and sticky bits excluding pins of the local replica (thisis the default).

cached
marks it cached.

precious
marksit precious.
An optional list of sticky flags can be specified. Thelifetimeisin seconds.

-verify
Force checksum computation when an existing target is updated.

_wa
Copy replicas rather than retrying when pools with existing replicas fail to respond.

-exclude=<pool >[,<pool >..]]
Exclude target pools. Single character (?) and multi character (* ) wildcards may be used.

-exclude-when=<expr essi on>
Exclude target pools for which the expression evaluates to true. The expression may refer to the
following constants:

source.name or target.name
pool name
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source.spaceCost or target.spaceCost
Space cost

source.cpuCost or target.cpuCost
Ccpu cost

source.free or target.free
free spacein bytes

source.total or target.total
total spacein bytes

source.removable or target.removable
removable spacein bytes

source.used or target.used
used space in bytes

-include=<pool >[,<pool >..]
Only include target pools matching any of the patterns. Single character (?) and multi character (*)
wildcards may be used.

-include-when=<expr essi on>
Only include target poolsfor which the expression evaluatesto true. See the description of -exclude-
when for the list of allowed constants.

-refresh=<t i ne>
Specifies the period in seconds of when target pool information is queried from the pool manager.
The default is 300 seconds.

-sel ect=proportional |best|random
Determines how apool is selected from the set of target pools:

proportional
selects a pool with a probability inversely proportional to the cost of the pool.

best
selects the pool with the lowest cost.

random
selects apool randomly.
The default is proportional.

-target=pool |pgroup|link
Determines the interpretation of the target names. The default is’ pool’.

-pause-when=<expr essi on>
Pauses the job when the expression becomestrue. The job continueswhen the expression once again
evaluates to false. The following constants are defined for this pool:

queuefiles
The number of files remaining to be transferred.

gueue.bytes
The number of bytes remaining to be transferred.
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source.name
Pool name.

source.spaceCost
Space cost.

source.cpuCost
CPU cost.

source.free
Free space in bytes.

source.total
Total spacein bytes.

source.removable
Removable space in bytes.

source.used
Used space in bytes.

targets
The number of target pools.

-permanent
Mark job as permanent.

-stop-when=<expr essi on>

Terminates the job when the expression becomes true. This option cannot be used for permanent
jobs. See the description of -pause-when for the list of constants allowed in the expression.

migration info

migration info — Shows detailed information about a migration job.

SYNOPSIS
m gration info<job>

DESCRIPTION

Shows detailed information about a migration job. Possible job states are:

INITIALIZING
Initial scan of repository

RUNNING
Job runs (schedules new tasks)

SLEEPING
A task failed; no tasks are scheduled for 10 seconds

PAUSED
Pause expression evaluates to true; no tasks are scheduled for 10 seconds.
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STOPPING
Stop expression evaluated to true; waiting for tasks to stop.

SUSPENDED
Job suspended by user; no tasks are scheduled

CANCELLING
Job cancelled by user; waiting for tasks to stop

CANCELLED
Job cancelled by user; no tasks are running

FINISHED
Job completed

FAILED
Job failed. Please check the log file for details.

Job tasks may bein any of the following states:

Queued
Queued for execution

GettingL ocations
Querying PnfsManager for file locations

UpdatingExistingFile
Updating the state of existing target file

CancellingUpdate
Task cancelled, waiting for update to complete

InitiatingCopy
Request send to target, waiting for confirmation

Copying

Waiting for target to complete the transfer
Pinging

Ping send to target, waiting for reply
NoResponse

Cdll connection to target lost
Waiting

Waiting for fina confirmation from target

MovingPin
Waiting for pin manager to move pin

Cancelling
Attempting to cancel transfer

Cancelled
Task cancelled, file was not copied
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Failed
The task failed

Done
The task completed successfully

migration Is

migration Is— Lists all migration jobs.
SYNOPSIS

mgration |s

DESCRIPTION

Listsall migration jobs.

migration move

migration move — Moves replicas to other pools.

SYNOPSIS

m gration nove [<options>]<target>...

DESCRIPTION

Movesreplicasto other pools. The sourcereplicaisdeleted. Similar to migr ation copy, but with different

defaults. Accepts the same options as migration copy. Equivalent to: migration copy -smode=delete
-tmode=same -pins=move

migration suspend
migration suspend — Suspends a migration job.
SYNOPSIS

m gration suspend job

DESCRIPTION

Suspends a migration job. A suspended job finishes ongoing transfers, but is does not start any new
transfer.

migration resume

migration resume — Resumes a suspended migration job.
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SYNOPSIS

m gration resune job

DESCRIPTION

Resumes a suspended migration job.

Pool Manager Commands

rcls

rcls— List the requests currently handled by the Pool Manager
Synopsis
rc | s[<regul arExpression>][-w

Description

Listsal requests currently handled by the pool manager. With the option - wonly the requests currently
waiting for aresponse are listed. Only requests satisfying the regular expression are shown.

cmls

cm Is— List information about the pools in the cost module cache.

Synopsis
cmls|[-r[-d[-s][<fileSIze>]

-r
Also list the tags, the space cost, and performance cost as calculated by the cost module for afile
of size<fi | eSi ze> (or zero)

Also list the space cost and performance cost as calculated by the cost module for a file of size
<fileSi ze> (or zero)

Also list the time since the last update of the cached information in milliseconds.

Description

A typical output reads

(Pool Manager) admin > cmls -r -d -t 12312434442

<pool Nanel>={ R={ a=0; n=2; q=0} ; S={ a=0; m=2; q=0} ; M={ a=0; m=100; q=0} ; PS={ a=0; n=20; q=0} ; PC={ a=0; m=20; q=0} ;
(..linecontinues...) SP={t=2147483648; f =924711076; p=1222772572; r =0; | ru=0; { g=20000000; b=0. 5} } }

<pool Nanel>={ Tag={{host name=<host nane>}}; si ze=543543543; SC=1. 7633947200606475; CC=0. 0; }

<pool Nanmel1>=3180

<pool Nane2>={ R={ a=0; n¥2; q=0} ; S={ a=0; m=2; q=0} ; M={ a=0; m=100; q=0} ; PS={ a=0; n¥20; q=0} ; PC={ a=0; m=20; q=0} ;
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(...linecontinues...) SP={t=2147483648; f =2147483648; p=0; r =0; | r u=0; { g=4294967296; b=250. 0} } }
<pool Nane2>={ Tag={ { host name=<host nane>}}; si ze=543543543; SC=0. 0030372862312942743; CC=0. 0; }
<pool Nanme2>=3157

set pool decision

set pool decision — Set the factors for the calculation of the total costs of the pools.
Synopsis
set pool deci si on [-spacecostfactor=<scf >] [-cpucostfactor=<ccf >] [-costcut=<cc>]

scf
The factor (strength) with which the space cost will be included in the total cost.

ccf
The factor (strength) with which the performance cost will be included in the total cost.

cc
Deprecated since version 5 of the pool manager.

Description
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Y ou can use the command dcache portsto get the list of ports used by dCache.
Port number Description Component
32768 and 32768 is used by the NFS layer within  |[NFS
dCache which is based upon rpc.
This service is essential for rpc.
1939 and 33808 is used by portmapper which portmap

isalso involved in the rpc
dependencies of dCache.

34075 isfor postmaster listening to Outbound for SRM PnfsDomain,
requests for the PostgreSQL dCacheDomain and doors;
database for dCache database inbound for PostgreSQL server.
functionality.

33823 isused for internal dCache By default: outbound for all
communication. components, inbound for dCache

domain.

8443 isthe SRMport. See Chapter 13, |Inbound for SRM
dCache Storage Resource
Manager

2288 isused by theweb interfaceto  |Inbound for httpdDomain
dCache.

22223 is used for the dCache admin Inbound for adminDomain
interface. See the section called
“The Admin Interface’

22125 is used for the dCache dCap Inbound for dCap door
protocol.

22128 is used for the dCache Inbound for GSI dCap door
GSI dCap .
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The following terms are used in dCache.

Thedcache. conf File

Thel ayout File

Theproperties Files

Chimera

ChimeralD

Domain

Cell

Well Known Céll

Door

This is the primary configuration file of a dCache. It is located at /
et c/ dcache/ dcache. conf.

The dcache. conf file is initialy empty. If one of the default
configuration values needs to be changed, copy the default setting of
thisvaluefrom one of the propertiesfilesin/ usr/ shar e/ dcache/
def aul t s to thisfile and update the value.

Thelayout fileislocated in the directory / et ¢/ dcache/ | ayout s.
It containslists of the domains and the servicesthat areto berun within
these domains.

The properties files are located in the directory / usr/ share/
dcache/ def aul t s. They contain the default settings of the dCache.

The Chimera namespace is a core component of dCache. It maps each
stored file to a unique identification number and alows storing of
metadata against either files or directories.

Chimeraincludes some featureslike levels, directory tags and many of
the dot commands.

A Chimera ID is a 36 hexadecimal digit that uniquely defines afile or
directory.

A domainisacollection of one or more cellsthat provide aset of related
services within a dCache instance. Each domain requires its own Java
Virtual Machine. A typical domain might provide external connectivity
(i.e., adoor) or manage the pools hosted on a machine.

Each domain has at least one cell, called the Syst emcell and many
tunnel cells for communicating with other Domains. To provide a
useful service, a domain will contain other cells that provide specific
behaviour.

A cell isacollection of Javathreads that provide a discrete and simple
service within dCache. Each cell is hosted within a domain.

Cells have an address derived from concatenating their name, the @
symbol and their containing domain name.

A well-known cell is a cell that registers itself centrally. Within the
admin interface, a well-known cell may be referred to by just its cell
name.

Door isthe generic namefor specia cellsthat providesthefirst point of
accessfor end clientsto communi catewith adCacheinstance. Thereare
different door implementations (e.g., GSI dCap door and Gri dFTP
door), allowing a dCache instance to support multiple communication
protocols.
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JavaVirtual Machine (VM)

tertiary storage system

tape backend

Hierarchical Storage
Manager (HSM)

HSM Type

HSM Instance

Large File Store (LFS)

A door will (typically) bind to a well-known port humber depending
on the protocol the door supports. This allows for only a single door
instance per machine for each protocol.

A door will typically identify which pool will satisfy the end user’s
operation and redirect the client to the corresponding pool. In some
cases this is not possible; for example, some protocols (such as
G i dFTP version 1) do not allow servers to redirect end-clients, in
other cases pool servers may be behind afirewall, so preventing direct
access. When direct end-client accessis not possible, the door may act
as a data proxy, streaming data to the client.

By default, each door is hosted in a dedicated domain. Thisallows easy
control of whether a protocol is supported from a particular machine.

Java programs are typically compiled into a binary form called Java
byte-code. Byte-code is comparable to the format that computers
understand native; however, no mainstream processor understands
Java byte-code. Instead compiled Java programs typicaly require a
tranglation layer for them to run. Thistrandation layer is called a Java
Virtual Machine (JVM). It isastandardised execution environment that
Java programs may run within. A JVM is typically represented as a
process within the host computer.

A mass storage system which storesdataand is connected to the dCache
system. Each dCache pool will write files to it as soon as they have
been completely written to the poal (if the pool is not configured as a
LFS). Thetertiary storage system is not part of dCache. However, it is
possible to connect any mass storage system astertiary storage system
to dCache viaasimple interface.

A tertiary storage system which stores data on magnetic tapes.

Seetertiary storage system.

The type of HSM which is connected to dCache as a tertiary storage
system. The choice of the HSM type influences the communication
between dCache and the HSM. Currently thereareosmand enst or e.
osmis used for most HSMs (TSM, HPSS, ...).

A Large File Store is the name for a dCache instance that is acting as
a filesystem independent to, or in cooperation with, an HSV system.
When dCache is acting as an LFS, files may be stored and later read
without involving any HSM system.

Whether a dCache instance provides an LFS depends on whether there
are pools configured to do so. The LFS option, specified for each pool
within the | ayout file, describes how that pool should behave. This
option can take three possible values:
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to store

to restore

to stage

transfer

mover

L ocation Manager

Pinboard

Breakeven Parameter

least recently used (LRU)
File

filelevel

none
the pool does not contribute to any LFS capacity. All newly written
files are regarded precious and sent to the HSM backend.

pr eci ous
Newly create files are regarded as precious but are not scheduled
for the HSM store procedure. Consequently, these file will only
disappear from the pool when deleted in the Chimera namespace.

Copying afile from a dCache pool to the tertiary storage system.

Copying afile from the tertiary storage system to one of the dCache
pools.

Seeto restore.

Any kind of transfer performed by a dCache pool. There are store,
restore, pool to pool (client and server), read, and write transfers. The
latter two are client transfers.

See Also mover.

The process/thread within a pool which performs atransfer. Each pool
has alimited number of movers that may be active at any time; if this
limit is reached then further requests for data are queued.

In many protocols, end clients connect to a mover to transfer file
contents. To support this, movers must speak the protocol the end client
isusing.

See Also transfer.

The location manager is a cell that instructs a newly started domains
to which domain they should connect. This allows domains to form
arbitrary network topologies; although, by default, a dCache instance
will form a star topology with the dCacheDormai n domain at the
centre.

The pinboard is a collection of messages describing events within
dCache and is similar to a log file. Each cell will (typically) have its
own pinboard.

The breakeven parameter has to be a positive number smaller than 1.0.
It specifies theimpact of the age of the least recently used file on space
cost. It the LRU fileis one week old, the space cost will be equal to (1
+ breakeven). Notethat thiswill not betrue, if the breakeven parameter
has been set to avalue greater or equal to 1.

The file that has not be requested for the longest.

In Chimera, each file can have up to eight independent contents; these
file-contents, called levels, may be accessed independently. dCache
will store somefile metadatainlevels 1 and 2, but dCachewill not store
any filedatain Chimera
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directory tag Chimera includes the concept of tags. A tag is a keyword-value pair
associated with adirectory. Subdirectoriesinherit tagsfrom their parent
directory. New values may be assigned, but tags cannot be removed.
Thedot command. (t ag) ( <f oo>) may be used to read or writetag
<f oo>"svalue. Thedot command . (t ags) () may beread for alist
of al tagsin that file's subdirectory.

More details on directory tags are given in the section called “ Directory
Tags'.

dot command To configure and access some of the specia features of the Chimera
namespace, specia files may be read, written to or created. These files
al start with adot (or period) and have one or more parameters after.
Each parameter is contained within a set of parentheses; for example,
thefile. (t ag) ( <f oo>) isthe Chimeradot command for reading or
writing the <f oo> directory tag value.

Care must be taken when accessing a dot command from a shell.
Shellswill often expand parentheses so the filename must be protected
against this; for example, by quoting the filename or by escaping the
parentheses.

Wormhole A wormhole is a feature of the Chimera namespace. A wormholeis a
filethat is accessiblein al directories; however, thefileis not returned
when scanning a directory(e.g., using the Is command).

Pool to Pool Transfer A pool-to-pool transfer is one where a file is transferred from one
dCache pool to another. Thisistypically done to satisfy aread request,
either as aload-balancing technique or because the file is not available
on pools that the end-user has access.

Storage Class The storage classis a string of the form

<St or eNane>: <St or ageG oup>@xt ype- of - st or age- syst en»

containing exactly one @symbol.

e <StoreNanme>:<St orageG oup> is a string describing the
storage class in a syntax which depends on the storage system.

e <type-of-storage-systenr denotes the type of storage
system in use.

In general use <t ype- of - st or age- syst enr=0sm

A storage classis used by atertiary storage system to decide where to
store the file (i.e. on which set of tapes). dCache can use the storage
class for a similar purpose, namely to decide on which pooals the file
can be stored.

Replica It is possible that dCache will choose to make a file accessible from
morethan onepool using apool-to-pool copy. If thishappens, then each
copy of thefileisareplica

236



Glossary

Precious Replica
Cached Replica

Replica Manager

Storage Resource Manager
(SRM)

Billing/Accounting

Pool Manager

Cost Module

Pool Selection Unit

Pin Manager

Space Manager

A fileisindependent of which pool is storing the datawhereasareplica
isuniquely specified by the pnf s 1D and the pool nameit is stored on.

A precious replicaisareplica that should be stored on tape.
A cached replicais areplica that should not be stored on tape.

The replicamanager keeps track of the number of replicas of each file
within a certain subset of pools and makes sure this number is always
within a specified range. Thisway, the system makes sure that enough
versions of each file are present and accessible at al times. This is
especially useful to ensure resilience of the dCache system, even if the
hardwareis not reliable. The replica manager cannot be used when the
system is connected to a tertiary storage system. The activation and
configuration of the replica manager is described in Chapter 6, The
repl i ca Service (Replica Manager).

An SRM provides a standardised webservice interface for managing
a storage resource (e.g. a dCache instance). It is possible to reserve
space, initiate file storage or retrieve, and replicate files to another
SRM. The actual transfer of datais not done viathe SRM itself but via
any protocol supported by both parties of the transfer. Authentication
and authorisation is done with the grid security infrastructure. dCache
comes with an implementation of an SRM which can turn any dCache
instance into a grid storage element.

Accounting information iseither stored in atext file or in aPostgreSQL
database by the bi | | i ng cdl usually started in the ht t pdDonai n
domain. Thisisdescribed in Chapter 15, Thebi | | i ng Service.

The pool manager isthe cell running in the dCacheDormai n domain.
It isacentral component of a dCache instance and decides which pool
is used for an incoming request.

The cost moduleis a Java class responsible for combining the different
typesof cost associated with aparticular operation; for example, if afile
isto be stored, the cost module will combine the storage costs and CPU
costs for each candidate target pool. The pool manager will choose the
candidate pool with the least combined cost.

The pool selection unit is a Java class responsible for determining the
set of candidate pools for a specific transaction. A detailed account of
its configuration and behaviour is given in the section called “ The Pool
Selection Mechanism”.

The pin manager isacell by default running intheut i 1i ty domain.
Itisacentral servicethat can “pin” filesto apool for acertain time. It
is used by the SRMto satisfy prestage requests.

The (SRM) Space Manager is a cell by default running in the srm
domain. It is a centra service that records reserved space on pools. A
space reservation may be either for a specific duration or never expires.
The Space Manager is used by the SRMto satisfy space reservation
requests.
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Pool

sweeper

HSM sweeper

cost

performance cost

space cost

A pool isacell responsible for storing retrieved files and for providing
access to that data. Data access is supported via movers. A machine
may have multiple pools, perhaps due to that machine's storage being
split over multiple partitions.

A pool must have a unique name and all pool cells on a particular
machine are hosted in a domain that derives its name from the host
machine' s name.

Thelist of directoriesthat are to store pool data are found in definition
of the poolsinthel ayout Files, which are located on the pool nodes.

A sweeper isan activity located on apool. It isresponsiblefor deleting
fileson the pool that have been marked for removal. Filescan be marked
for removal because their corresponding namespace entry has been
deleted or because the locdl file is a cache copy and more disk space
is needed.

The HSM sweeper, if enabled, is a component that is responsible for
removing filesfrom the HSM when the corresponding namespace entry
has been removed.

The pool manager determines the pool used for storing a file by
calculating a cost value for each available pool. The pool with the
lowest cost is used. The costs are calculated by the cost module as
described in the section called “Classic Partitions’. The total cost is a
linear combination of the performance cost and the space cost. |.e.,

cost = ccf * performance_cost + scf * space_cost

where ccf and scf are configurable with the command set pool
decision.

See also the section called “ The Performance Cost”.

See a'so the section called “ The Space Cost” ..
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