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Science at Fermilab
Fermilab: Home of the Tevatron and buffalos

• Energy frontier: BSM, 
precision EWK, Higgs, HF, 
QCD

• CDF, D0 (ramping 
down), CMS T1

• Intensity Frontier: BSM, 
neutrino physics, rare 
decays
• Astrophysics: dark matter 
search, high energy cosmic 
rays, galaxies surveys
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dCache @ Fermilab

total online on tape version

public

CDF

CMS

0.1 PiB 2.5 PiB 1.9.5-28

1.5 PiB 10 PiB 1.9.5-22

13.5 PiB 17 PiB 1.9.5-23

httpdDoors:
http://cdfdca.fnal.gov:2288/
http://fndca.fnal.gov:2288/
http://cmsdcam.fnal.gov:2288/

Si
ze
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Tape Backend

• 7 x SL8500 tapr robot libraries  managed by 
Enstore HSM

• http://www-ccf.fnal.gov/enstore/

• LTO4 and T10K tape drives

• Total data on tape - 38 PB 
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public dCache

4x dcap

2x gsi dcap

2x Kdcap

2x K FTP 

14x GFTP 

WFTP

SRM

PnfsManager

PoolManager

httpd

admin

gPlazma1

dCache
Enstore

7xSL8500

GUMS

XACML

w-pools

r-pools

rw-pools

v-pools

movers

movers

movers

HSM
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Pool Setup
• Experiments buy pool hardware 
• Their data directed to their pools by regex match between ugroup store units and file 
storageclass extracted from layer 4 (storage_group + file_family combination + HSM name)

psu set regex on
psu create unit -store  ktev.ktev@enstore
psu create unit -store  des.*@enstore
...
psu create ugroup DESSelGrp
psu addto ugroup DESSelGrp des.*@enstore
psu create ugroup KTeVReadSelGrp
psu addto ugroup KTeVReadSelGrp ktev.ktev@enstore
...
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transfer rates @ public dCache
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transfers by experiment @ 
public dCache
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transfers by country
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pnfs->chimera
• required to develop chimera aware Enstore client (encp v3_10e)

• to support direct encp required customized DB triggers to fill location information 
from  layer1 and layer4 and enstore2chimera migration stored procedure. See 

https://srm.fnal.gov/twiki/bin/view/DcacheCorner/ChimeraEnstore 

• converted pnfs -> chimera on Feb 23rd, 2012

• 14718667 files

pnfsDump 6h52m
SQL import 9h47m

enstore2chimera 1h8m
import of companion 17m
md5sum verification 113h24m
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Reliability

• All planned downtimes included, public 
dCache uptime is 99.2%
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plans 

• migrate pnfs -> chimera @ CDF and D0 (May 1st)

• upgrade public dCache and CDF dCache to 1.9.12-x

• provide nfsv4.1 server for IF experiments @ public 
dCache
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public dCache for IF

• Intensity Frontier (IF) experiment require POSIX I/O 

• => use dCache as backup storage. Use srmcp to copy 
data to BlueArc for access via NFS. 

• Concerns of long term scalability of this solution

• We offered test dCache install with nfsV4.1 server for 
IF use case studies.
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nfsV4.1 for IF

Client side:
• SLF6 VM @ Fermicloud
• 2.6.40 kernel

Server side:
• dCache 1.9.12. 1 head node, 2 pool nodes.
• pool nodes - 2 RAID6 w/ 4x250GB SATA drives 

3 IOZONE THROUGHPUT STUDIES

/dev/sdb1 /dev/sdb2

Nexsan SATABlade

dCache Pool Node (dmsdca09)

2Gb FC

dCache Head Node
(dmsdca08)

/dev/sdb1 /dev/sdb2

Nexsan SATABlade

dCache Pool Node (dmsdca10)

2Gb FC

VM Client

VM Client

VM Client

VM Client

Fermicloud

Test dCache
System

1GigE

exports nfsv41
filesystem

pNFS/nfsv41 - enabled
Linux clients

Figure 1: dCache setup

3. IOzone Throughput Studies

3.1. Configuration

Basic write and read peformance of the exported dCache filesystem is evaluated using the IOzone

Filesystem Benchmark (version 3.397) [4] program installed on the Fermicloud VM clients. IO-

zone is run in distributed mode (-+m client.list) with a master process running on one machine

coordinating slave processes running remotely on pNFS enabled client machines that do the actual

I/O. Results from each client are sent back to the controlling process which measures the aggregate

throughput. Only sequential writes and reads are performedwith no retests specified (-+n) due to

the immutability of dCache files which prevents modification of the files once they are created. A

fixed file size of 4 GB, chosen to be double the available memory (RAM) on each VM, is used for

all tests.

3.2. Monitoring of System Activity

As the tests are conducted, performance metrics are collected from the dCache head and pool nodes

and from each of the VM clients using the Performance Co-Pilot monitoring tool (version 3.5.8)

[5] in order to understand dCache system behavior better.

Figure 2 shows histograms in time of disk I/O in MB/sec for all four partitions on the two dCache

pool nodes. Distributions for each partition of dmsdca09 and dmsdca10 are individually shown in

the top two rows and bottom two rows, respectively. Vertical black lines indicate the start of the

sequential write test for a given number of clients. These black lines are followed by vertical

red lines indicating the start of the sequential read test of the newly created files. Histograms for

memory usage and network I/O for the dCache pool nodes, corresponding to those for disk I/O in

Fig. 2, are shown in Fig. 3. Corresponding histograms for memory usage and network I/O for all

VM clients are also shown in Figs. 4-7. The same vertical lines indicating the start of write and

read tests are shown on all plots.

As indicated in the lower left corner of Fig. 2, when the tests begin with a single client, the

file is initially written to one partition on dmsdca10. In the region immediately to the right of

3
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Iozone in cluster mode with 
sequential r/w tests

One 4GB file per client (twice the VM 
memory),  one client per VM Multiple clients per VM 

3.4 Extending the Throughput Tests to Many More Clients3 IOZONE THROUGHPUT STUDIES
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Figure 8: Results of the sequential write and read tests using IOzone are shown as a function of the

number of clients.
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Figure 9: Results of the IOzone connectivity tests investigating dCache performance for many si-

multaneous clients (> 10). The aggregate data read rate is shown as function of number
of clients for a fixed total amount of data (40GB) evenly distributed among the clients.
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mdtest 

mdtest w/ multiple MPI tasks create/stat/remove 100 directories w/ 100 zero length files (stats 
performed with read-your-neighbor option to avoid reading locally cached files)

Tree creation

4 METADATA PERFORMANCEMEASUREMENTS
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Figure 10: mdtest results for directory, file, and tree creation and removal.

4. Metadata Performance Measurements

We use the mdtest scalable I/O benchmark to evaluate the metadata performance of the test dCache

system. We run mdtest in parallel with up to 20 concurrent MPI clients, each of which runs on

a separate Fermicloud VM. Each client creates, stats, and removes 100 directories and 100 zero-

byte sized files in separate directories and the rate of these operations is measured and reported

by mdtest. We use the “read-your-neighbor” option inmdtest to avoid reading locally cached files

by forcing stat operations to be performed on the files and directories created by other nodes. The

measured rates are shown in Figs. 10 and 11 as a function of the number of clients.

We see from these plots that the rates for file and directory operations rise fairly linearly up to

about 6 or 8 clients and plateaus beyond that. When looking at these results, it is important to

keep in mind that the Chimera namespace server used in dCache has a database backend, which

is a PostgreSQL database in the current test setup. Since database access is provided by the Java

DataBase Connectivity (JDBC) API with no database implementation specific binding, Chimera

is not tied to any particular database implementation and can benefit from performance-enhancing

techniques available on the different platforms. It is also not crucial to have the best possible

metadata performance if dCache will be used primarily for the sequential I/O of large data files.
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Figure 11: mdtest results for stat operations on directories and files.
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nfsV4.1 for IF

• nfsV4.1 performance is adequate to meet IF 
experiments’ requirements

• further tests with real data and 
experiments workflows are foreseen
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