DESY Monday Computing Seminar >

dCache, the Project

People, Funding, Plans and stuff
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dCache, the project
Partners

DESY[S] $ YL LYY Y
Management: Quality, PR, Release
dCache.org infrastructure: Communication, Repository, Release

Testing: Functional, Stability
Development: NFS 4.1, Web-Interface, everything else

FERMIlab [2] WY

Development : SRM, gPlazma, Resilient Manager
Contact : Open Science Grid

Nordic Data Grid Facility (NDGF) [2] &) &)

Development : Whatever NDGF needs (essentially everything)
Contact : Nordic Countries
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dCache, the project

Funding
Labs M Fermi
B NDGF
DESY ® DESY (IT)
FermilLab s veroner
Organizations M D-Grid @DESY
“4 EMI @ dCache.org
NDGF

Open Science Grid (US) [no funding, only first level support]

German Government
German D-Grid, “Integration Project 11”7

For at least 6 team members, funding is save for another 3 year.
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dCache, the project
Funding |

DESY invests 2 FTE for dCache development

and gets 10 1n return.
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dCache, the project
The European Middleware Initiati

EMI 1s more than funding.
It provides a deployment chain to the customer (distribution)

Software Infrastructure Customers

dCache ﬁ

European Middleware Initiative

@:>

[ Other middleware providers J
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dCache, the project
The process

Tier Tier Tier Tier

» Ticket System
»Mailing lists (user-forum)

Supp ort » Workshop organization
»Phone Conferences

»CERN gLite repository contact

dCache.ORG

TN W aVl A Y a2 Y avt @ &5a

Hosted and funded by DESY

Testing

Download

Building
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dCache, the customers

Customers -

The customers

REFUNDS
onN
MANGOS,

“Do you have carrots?”
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HERA
ILC

See Birgit’s presentation 1n a bit
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dCache, the customers

dCache in WLCG Certainly most impressive

v'dCache stores more than 5 of all WLCG data

v'in about 40 Tier II’s and

v'8 out of 11Tier I'’s

v'Data stored in dCache (worldwide for WLCG) approaches 20 PBytes

Aggregate Data Movement From Jun 2010 To Jun 2010

Site—wise Data Transfer From All Sites To All T1 Sites
1.2P

O BNL-ATLAS

O FZK-LCG2

@ INZ2P3-CC

O INFN-T1

B NIKHEF-ELPROD
B OTHERS

B RAL-LCGZ2

O SARA-MATRIX
O TRIUMF-LCGZ
B Taiwan-LCG2
O USCMS-FNAL-WC1
B pic
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Aggregate Data Hov {Bytes)

<

:&
O
3\)
Honth-Year GRIDVIEW
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hew customers _ hew requirements

So we tried to find-out what our new customers need
(Not so much what they want)
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dCache, the customers
dCache, recent, future customers

1 B

I;:IE(I:_E European
S XFEL

Planned to utilize DESY storage facilities.

in Amsterdam and 1n Jiilich.

& Is using dCache at the Netherland Tier I

S N I C Would like to utilize the Swedish
dCache Tier II facility.
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dCache, the customers at DESY
European XFEL and CFEL 1| B

THE COMPANY

The European XFEL Is being constructed by the European XFEL GmbH. For the construction and operation, the
company collaborates closely with DESY and many other institutions.

. Center for
.« F E I_ i M ATA Free-Electron Laser
¢ -* SCIENCE - - T Science

The Center of Free-Electron Laser Science, CFEL
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dCache, the customers
CFEL as an example Stolen from anton BARTY
Freie-Elektronen-Laser FLASH , uropean

XFEL

Frﬂee Electron Light Sources

) 3-D-Model
AW
1DF5

Empty Images
: Suppression Building
R k :
Cpackiie And Selection 3-D-Model

§o8T ¢
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dCache, the customers
LOFAR

The International LOFAR Radio Telescope

(The first software telescope)

<
S LorFAR

Information provided by

hanno HOLTIES, LOFAR
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dCache, the customers As of Feb 24, 2010 :
LOFAR
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dCache, the customers

LOFAR, data flow mo
i \ SARA,
\S’ Remote Amsterdam, NL .
" Antenna > Jilich
& Processor 1 Other
i Preprocessing " Processor Main
Noise Reduction processing
sites

Dark Fiber

Groningen, NL
/A 2. Preprocessing

Noise Reduction
(Both steps between
10 and 100)

Astronomers, worldwide

Stolen from hanno HOLTIES
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dCache, the customers

SNIC

—— ] N | | e

Swedish National Infrastructure for Computing

Information provided by
tom LANGBORG, SNIC

Uppmax | Uppsala Multidisciplinary Center for Advanced Computational Science

Lunarc | scientific and technical computing for research at Lund University

HPC2N | High Performance Computing Center North

C3SE center for scientific and technical computing at Chalmers University of Technology in Gothenburg
NSC National Supercomputer Center in Linkdping
PDC Center for high performance computing
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dCache, the customers
CFEL

SNIC National storage is an infrastructure for archiving data.

Swestore Project Jan 20, 2010

Create an infrastructure for storage for Swedish Research and Swedish Universities.
Planned Data Access

“SRM, WebDav and gsiFtp are examples of protocols for communicating with the
National Storage. Authentication method are X509 Certificates. Kerberos could be
used in some special cases” , Tom Langborg, SNIC

SRM SRM

gsiFtp gsiFtp

WebDAV WebDAV

NFS 4.1 Web Portal/Gateway Stolen from tom LANGBORG
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dCache, the customers
Some work to do

Translating the collected requirements into our

language
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dCache, the system
dCache, GRID protocols

GRID protocols, the boring bit

> gSlFTP : Wide area transfers
>dCap ( gSldC&p) : Posix Like File Access (client library required)
» Xrootd (Alice security) : Posix Like (client library required)

»SRM - Storage Resource Manager (Storage Control)

§ July 2010 Hamburg, DESY , Computing Seminar Pa&rick‘.fuhrmavm @ dCache. ORG 22



Standard protocols : The cool bit.

Message :

New communities require access to their data by standard
protocols or clients which are coming with their different

OS’es.
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» WebDav

» Linux (Gnome, KDE)
» Windows

» Mac OSX

» Browser

Available in recent dCache releases
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»>NFS 4.1

Available in recent dCache releases
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dCache, the system

dCache, NFS 4.1 > NFS 4.1 advantages

Compared to WLCG protocols (dCap/rfio/xroot)

»NFSv4.1 is an industry standard (will be supported by many vendors)
»NFSv4.1 clients are provided and maintained by other people
» Client caching is coming for free (regular file system cache)

v'Caching algorithms are designed by file system experts.
v'Security of files in cache is consistent.

Compared to previous NFS protocol versions

»pNFS makes use of highly distributed data (client redirect, layout)
»Compound RPC calls (multiple ops, one rpc call)
» Security gss api defined in spec and not added later. (Secure)

Using NFS 4.1 with dCache

dCache can be mounted on your WN as any other network file system and
dCache data can be directly accessed through this protocol.
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Storage Developers Conference
(St. Clara, 2009)

NFS 4.1 Contributors
Coordinated by the Center of Information Technology Integration (U. Michigan)
Slide is stolen from “Lisa Weeks” presentation :
pNFS: Blending Performance and Manageability
Blue Arc ]
CITI Clients
CMU > Sun (Files)
EMC > Linux (Files / Blocks / Objects) .
IBM > Desy / dCache (Java-based / Files)
LSI
OSsuU Servers
Net App > Sun (Files)
Ohio SuperComputer > Linux (Files) .
Panasas > NetApp (Files)
Seagate > EMC (Blocks)
StorSpeed > LSI (Blocks)
. > Panasas (Objects)
M
E)uer;y crosystems > Desy / dCache (Java-based / Files)
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dCache, the system
dCache, NFS 4.1 clients

»NFS 4.1 and the linux kernel
»NFS 4 already in SL5
»NFS 4.11n2.6.32
»NFS 4.1 plus pNFS in 2.6.33/34
»Kernel 2.6.34 will be in Fedora 13 and RH6 Enterprise (summer)
»NFS 4.1 (pNFS) Kernel available in Fedora 12 (NOW)
» Windows Client expected 4Q10.
»DESY grid-lab is testing with :
»SL5 and 2.6.33 kernel plus some special RPM. (mount tools)

> See our wiki for further information
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dCache, the system
Storage Control

Some works on Storage Control in dCache.

Mostly important for dCache sys admins.
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» SRM 2.2 (WLCG & Addendum & Addendum) compatible.

v" Define storage media (Disk/Tape) per file or “Space”.
v Pin / Unpin files
v" Bring Online file(s)

» Storage Media can be assigned to directory (sub) structure.
Disk Tape

» Data can be scheduled for replication for maintenance or performance
reasons. (Migration Module)

/users/mySpace/myTape/Foo

/users/mySpace/myDisk/Foo

v" Scheduled server downtimes
v" Server decommissioning
v Multiple copies to increase throughput
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» Data stored to tape and retrieved when needed.
» Files are automatically replicated to cope with high server load.
» Files replicated “on arrival” to ensure second copy while not yet on tape.

» Configuration can enforce a permanent second or n copy of each file.

» File hoping from tape to temporary disk to optimize tape access.

e.g. : Replicate on arrival Raid 6(expensive)

(cheap)
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In summary >

dCache combines well known and
standardized data access
mechanisms, e.g. mounted file-system, web access,
browser/WebDav, with a broad
automatic and manual storage control functionality,
under a
common file name space and security umbrella.

With dCache, EMI and with that EGI 1s well prepared to serve
new data intensive communities.
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www.dCache.org
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SRM 2.2 m Kerberos/X509

Password

http/https Unique Identity

WebDaY(e) -
Hot storage
Mounted File-system ACL’s on File System
Maintenance NFS 4.1 ‘And Tape Access
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dCache, the installation
dCache at NDGF

The advanced dCache installation (NDGF)

v'The 7 biggest Nordic Computer centers form a single Tier I &
v'Many different tape back systems in different countriegs®
v'Resources are scattered (CPU & Storage) ;
v'Services can be centralized
v’ Advantages in redundancy
v'Especially in 7*24 hour data talking HPE Eenter’North

Uni of Bergen

Uni

Donm@ Supercomputer
dCache head no ordi®Net  Center

Slide stolen from Mattias Wadenstein, NDGF
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